Chapter

FILE ORGANIZATION

3.1 INTRODUCTION

A file organization is a way of arranging the records in a file when the file is stored on
secondary storage (disk, tape etc.). The different ways of arranging the records enable different
operations to be carried out efficiently over the file. A database management system supports
several file organization techniques. The most important task of DBA 1s to choose a_best
organization for each file, based on its_._-fl_s_e. Th{ﬂga_n_i_z_gtimj__gf_re-:{:-rds in a file is influenced
by number of factors that must be taken into consideration while choosing a particular

technique. These factors are (a) fast retrival, updation and transfer of records, (b) etticient use

of disk space, (c) high thmughput_: _{fi_) type of use, (¢) ethcient manipulation, (f) security from
unauthorized access, (g) scalability, (h) reduction in cost, (i) protection from failure.

This chapter discusses various file organizations in detail.

3.2 BASIC CONCEPTS OF FILES

A File is a collection of related sequence of records. A collection of field names and their
corresponding data types constitutes a record. A data type, associated with each field, specifies
the types of values a field can take. All records in a file are of the same record type.

3.2.1 Records and Record Types

I_Jata 1s generally stored in the form of records. A record is a collection of fields or data items
and data items is formed of one or more bytes. Each record has a unique identifier called
record-id. The records in a file are one of the following two types :

(i) Fixed Length records.
(if) Variable Length records.
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Roll No = char(3);
DOB = char(8);

end
FIGURE 3.1. Structure of fixed length record STUDENT.

TG Roll No. DOB
Naresh 3234 cerliansa
Suresh 5132 20-05-80
Ramesh 3535 24-10-77
Ashish 3987 15-09-72
Manish 4321 18-11-70
Harish 4983 . 09-06-73
Manoj 3590 05-01-81

FIGURE 3.2. Portion of a file of fixed length records.
Advantage of Fixed Length Records

1. Insertion i.?md deletion of records in the file are simple to implement since thésa
made available by a deleted record is same as needed to insert a new I‘ECDl'd-
Disadvantage of Fixed Length Records

1. In fixed length records, since the 1
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are less than 25 characters, it causes w P to 30 characters and most of the M

Every record in the file
the file have different sizeg Tha: i the same size (in bytes). Therefore, the
new record is to be inserted an ith variable length record is that W
—_—— = -2k _ULeriedq, em Jat F
smaller, it cannot be used and if j is l;z} ;:Z ;ithﬂ €xact length is required. If the

0 following reagons xtra space is just wasted. A file e

variable length records due

1. One or more than one fields of a record . e
are of same record type. Are of varying size but the records i =
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2. One or more than one fields may have multiple v

called repeating fields but the records in the fj
3. One or more than one fields
for all records.

alues for individual records and are

le are of same record type
are optional i.e,, |
The file records in this

4. The file contains records of different re

Advantage of Variable Length Records

1. It reduces manual mistakes as database

they may have values for some but not
case are also of the same

S T

record type,
cord types and different sizes,

automatically adjust the size of record.

_ ‘ of records of variable lengths.
3. It is a flexible approach since future enhance

Disadvantage of Variable Length Records

1. It increases the overhead of DBMS because database have to keep record of the sizes
of all records.

2. It saves lot of memory Space in case

ments are very easy to implement,

3.2.2 Types of Files

The following three types of files are used in database systems :
1. Master file

2. Transaction file
Report file.

w

Master file : This file contains information of permanent nature about the entities,

The master file act as a source of reference data for processing transactions. They
accumulate the information based on the transaction data.

Transaction file : This file contains records that describe the activities carried out by
the organization. This file is created as a result of processing transactions and preparing
transaction documents. These are also used to update the master file permanently.

3. Report file : This file is created by extracting data from the different records to
prepare a report e.g. A report file about the weekly sales of a particular item.

3.3 FILE ORGANIZATION TECHNIQUES

b e - T

A file organization is a way of arranging the records in a file when the file is stored on
secondary storage (disk, tape etc). There are different types of file organizations thﬂ-ﬂ. are used
by applications. The operations to be performed and the selection of storage device are the
major factors that influence the choice of a particular file organization. The different types of |
file organizations are as follows : i

1. Heap file organization
« 2. Sequential file organization
A Indexed—Sequential. file organization
A Hashing or Diﬁct file organization.
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File Organization o | B -
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cords are stored 1! rE

at the end of the file. Thi*ls.‘ﬁ!e organization jg '
nerally used with additional access. paths i
Um,v fast and efficient. BuF Se::lr{:hmg 3 recorg
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In this file organization, the rc o
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inserted. All the new records are stor
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secondary indexes. Inserting a new rect G
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wore time consuming. Deleting a record from a heay &
more . g,

i store small files or in cagseg
resulted in wastage of storage space. It IS gt-‘l‘lt‘r_ﬂ”)’ used m. 2 llected at one place ??herﬁ'
d ht s dith *u_lt tfo organize. It 1s also used when data 1s colle p Prior i

ata 1s C : : :

processing.
Advantages of Heap File Organization
1. Insertion of new record is fast and efficient.
2. The filling factor of this file organization is 100%.
3. Space is fully utilized and conserved.
Disadvantage of Heap File Organization

l. Searching and accessing of records is very slow.

2

Deletion of many records result in wastage of space.

3. Updation cost of data is comparatively high.
+. It has limited applications.

3.3.2 Sequential File Organization

In sequential file organization, records are stored
key”. A Search key is an attribute
records. It is not necessary that search key must be primary key.

Mha simplest method of file Organization. Sequential method is ba
Devices who support sequential access
and compilers also use t]

in a sequential order acmrding to the “search
Or a set of attributes which are used to serialize the

sed on tape model

‘ are magnetic tapes, Cassettes, card readers etc. Editors
1S approach to access files.

Structure of a sequential file is

gure 3.3, The records ar entia
order one after another. To reach at the consequitive record from Ay - ZtoreFl » Sequuged.
The Pointers are used for fast retrieval of records Nﬂr pers A
- T e : :
Beginning of file Record 1
Record 2
Record 3

REEI;}n:j N-2 >
Recorg N ¥ ? ,
End of filg

FIGURE 3.3, SEQHEnh"a.I‘ file ﬂfjgar_'.'-fza.t'
on.
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To re‘ad anz recﬂrd. l;rﬂ':T the fll'IE start searching from the very first record with the help
seamt—ﬁ}'- —?*]'-‘E_l‘tm file organization gives records in sorted form. This organization is
all size hles. — - ane | o ,
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3321 File Operations on Sequentially Organized Files

rane operations that can be . : 1
Various Opele : e performed on scquential files are as follows:

(@) Creating a sequential file : To create a new file, first free space is searched in memory
After 5earchm_g, enough space for file, allocate that space to the new file. Name and
Ph},ﬂcal location of new file is entered in file system directory.

Search free space

l if found

Allocate space for
new file

v

Enter name and physical
location of new file in
file system directory

FIGURE 3.4. Steps of creating a sequential file.

enter the name of file. This name is searched
name, records in the file are transferred
ow, the file is ready to read,/write.

(b) Open an existing file : To open any file,
in file system directory. After matching the
from secondary memory to primary memory. N

(c) Closing a file : When task over file is completed then close that file. The memory space

allocated for that file in primary memory Is deallocated. If file was opened
automatically with any programme then it will be closed automatically after ending

that programme.
(d) Reading a sequential file : To read any record from a sequential file it is necessary 1o
start from beginning of file until record is find or EOF is occured. You cannot g0

directly to any particular record. Only linear search can be used to search any record.

r Y
= :
Beginning Current Ending
of file position of file (EOF)
»

Reading of file
FIGURE 3.5. Reading of sequential file.

oy record directly.

’EE"J_[{_ sequential file system, update, delete, insert and append cannat be performed on an

There is a procedure to perform all these operations.

——
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(€) Adding or Insertion g

Old 'mm
file or
Oﬂginal %; '

e A T

n™ record of old master copy

2 | copy n-1" records

O . e S
i I
_—

New master file
FIGURE 3.6. Updation of sequential file.

Procedure to Update File :

Step 1. Original file is known as Old Master file. Make a new file which is knowy
as New Master file as shown in Figure 3.6.

Step 2. To update n™ record, First copy all the previous 7n-1 records to new master fle
Step 3. Make necessary updations to n™ record.

Step 4. Now copy all remaining records including updated n™ record to New mast
file and old master file is deleted. |

The major problem is that it is very costly to make New Master file for every single
updation. So the modified updation procedure is as follows - i

Modification in Procedure : Use 3 temporary file known as transaction file. The

following procedure is followed to make a transaction file and then tpdating the
records.

(1) Collect all the requests for updation,

(#) Copy only those records In Trans
s to be performed,

(i) Update the records.
(v) Now start copying records from O

Master file accordingly to the
(v) At last old master

action file from old Master file on which updation:

. Id Master file and Transaction file to NEW:
Primary key, T

file and transaction fjle are deleted.

| Hew record : To add o
sequential file, the transaction file ig used r

Ex. Consider, the olg master fijle emp-

InSert a new records in an exist

fecords as shown in Figure 3.7.

Emp-records (Old Master File)
Emp-ID N

ame ___ Salary
;. ;miliI 15,000
uni ‘

8,00

10 Sahil 10 UUE

FIGURE 3.7, o1y Master ’

ﬁfﬂ af emplovee roro s



The EMP-ID is primary key. Now,
key of record in Old Master file

FIGURE 3.8. Transaction file to add records.

39. If primary

_then first copy record

This process 18 repeate

d until EOF is reached 1n both files,

Emp-records (New Master File)

Fits CIEOSNTLTERS 53
ords that need to be added are collecte - , _
Th-l;‘. e ll[il it -l““l 'l l'l in lfr’”lﬂﬂf“f_pﬂ hljr P {;}y’rf;rn mn {'iﬂ”flf ’33'
Transaction File
Emp-1D Name  Salary
5 Sanjay 7 000 :
12____“ e _ Amit 9 000 ;

add records in New Master file as shown in Figure
is less than record in Transaction file

of Old Master File into New Master file and vice versa.”

Emp-ID Name Salary |
T Anil 15,000 !
3 Sanjay 7,000 ] g
7 Sunil & 000 | .
10 . .Sabhil 10,000 |
12 Amit 9.000 |

FIGURE 3.9. New master file for employe

The Old Master fi
(f) Deletion of records
shown in Figure 3.9) which

ic taken as old master file.

: Suppose you want to
are nO more required.

Records that need to be dele

le and transaction file are deleted

Transaction File

e records after addition.
after adding the records.

delete some records from Emp-records (as
Then emp-records shown in Figure 3.9
ted are stored in Transaction file.

Emp-ID . Name Salary
1 \ Anil 15,000
12 Amit 9,000

file to delete records.

Primary W_Mﬂﬂter file is_matched with primary key of each record In
T{ﬁnﬂacﬁun file.If primary key is Matched then record is copied from Old Master
file to New Master file otherwise discard that record. The process 15 repeated until

faster this process, Old Master file and transaction

FIGURE 3.10. Transaction

- i - -

EOF of the Old Master file 1s reached. After

file are deleted.

records (New Master File)

Emp-
Emp-ID Name Salary
5 Sanjay 7,000
T Sunil 8,000
10 Sahil 10,000 i
Jetion.

FIGURE 3.11. New master

file for employee records after de
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dify any record of employee. Cqp..
' ‘ is : Suppose you want to mo Qns]de
o ?iﬁ:ii;:fi:{;;um S.Flpns Old Master file. Records that need to be modifiey

stored in Transaction file with changed values.

Iy

Transaction File

Emp-ID Name Salary
7 Sunil 12,000

FIGURE 3.12. Transaction file to modify records.

Primary key of Old Master file iimﬁtchﬁd_mmprimnry_kﬂy_ofTEF!Cle _r_e%t_:_gr_d ——lphTmnﬂchm
file.Uf primary key is matched then modified record from Transaction file is copied into New

Master file otherwise record from Old Master file is copied into New Master file. Th

%____e' Proces;
Is repeated until EOF in Old Master file is reached. After this process, Old Master fje and

transaction file are deleted.

Advantages
el It is easy to_understand.

v2. Efficient file system for small size files.

3. Construction and reconstruction of files are much ea
systems.

4. Supports tape media, editors and compilers.
. It contains sorted records.
Disadvantages

sler in comparison to other file

1. Inefficient file system for medium and large size files,

2. Updations and maintenance are not easy.

3. Inefficient use of storage space because of fixed size blocks.

—~ 4. Linear search takes more time,

9. Before updations all transactions are stored sequentially.

Index Sequential File Organization

| Bluck : Block is a unit of storage in whic

h records are saved.
‘Index : Index is a table with a

Search key by which block of
‘Pointer : Pointer is a variable which pointsg from index ep

To manipulate any record, search key of
block and then required record is searched

a4 record can be find.
try to starting address of blo*

index is entered to find the starting address ol
S€qQuentially within
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Emp-ID | Name | Salary
E. 8 Anil 5000
ndex 9 [ sumit | eooo | Plock!
E_E- D | Pointer 10 Vivak 2000
e 1‘"1‘
| ue o1l Emp-ID | Name Snlar;j
| 10-20 . 3 *
| 15 Gaurav | 9000 { Block 1l
s
{ 203 19 Amit 8000

I Emp-ID | Name | Salary
27 Vishal | 10000 | Block I
29 Suresh | 9000

L]

FIGURE 3.13. Index sequential file organization,

231 Components of an Indexed Sequential File

— zr2x - During the creation of index sequential file, records are written in prime

-~z Records are maintained according to any key. Hence, prime area must be a

Do arza - Overflow area 1s used during addition of new records. There are two

~—es of overtiow area :

" Cyifmder overflow area : This area consists of free area on each cylinder which is
—sserved for overflow records for that particular cylinder.

‘S [misrendent overflow area : This area is used to store overflow records from

P q-—"I..rl--
-~

- L T

._*_,_.,_T-I- 'li" ;-J.i:"'e-

-mrracteristics : Usually fixed length records are used.

-
gl
1l a I
- s el e B e b W

-i~-s - Index is a collection of entries and each entry corresponds to block of storage.

(2 Tires lomel index - The lowest level index is known as first level index.

= e - - LB

(7} Hreher leoel ndex : Higher level indexing is used when first }Evel index becomes

= Culimisr index - The indexes can be made according to the hardware boundaries.

e W el gy

Clinder index entries consists one entry for each cylinder.

‘=) Mozster mdex : The highest level of index is known as master index.

B - e e

332 OQOperations on Index Sequential Files

After allocating free space and make necessary entries

g index sequential file '
in Ble system directory, all records are written into prime area in sequential manner

— -——

1

according to key value.

It is same as sequential file operations.

- To search any record
index then search

and closing an existing file :

Reading records from a index sequential file (of searching any record)

enter the key value of record then first search the block of record In

record sequentially within the block.
Modification of records : To modify a record, first search that record an

= Updated record is stored at same position if it has same key V

d then modify
alue and size
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o vise original record is deleted and
equal to the original record. Others 51 ew Pecons

inserted. B

(¢) Deletion of records : To delete a record, first search that record. Specific ¢og

< eletIc 2 ; . e

e ' ists of flags. Specific code is ; 3
to indicate deleted records. Records cons B AP IS inserteq fng.;

flag of that record that needs to be deleted.

(f) Insertion of records : To insert a record, first find the desired block accor di.ng o
" value. Then confirm that record does not exist already. The record is firg pla b

overflow area and then copied to the desired block. —— Ay

Advantages | \

(i) Efficient file system for medium and large size files.

X

= arel‘ta-.a

(i) Easv to update.
(1) Easv to maintain than direct files.
(iv) Efficent use of storage space.
-~ (?) Searching of records are fast.
- (@) Maintain advantages of sequential file system.
Disadvantages
~ (1) Inefficient file system for small size files.
" (1) It 1s expensive method.
A1) Typical structure than sequenﬁal files. | s
Am) Indexes need additional storage space.,
() Performance degradation w.r.t. growth of files.

3.34 Ha.shing

Hashing IS a technique b : .
_ y which key field is con ; : -
record by using any function, known as hash ﬁm:il:id T ok plgiall howess

Hash function

Key field

which is (81)° - s 81, Fi f 81
havi k : { 65—~61 After that take central djei S flrst compute square © 5
INg key value 81 isg 56. igits of 6561. So, address of rec

(11) Folding method :
then fold them.

(a) Boundary folding : In this
. i tEChnique :
folding th foldj various part - by
rolding them as folding a paper, Ay last digit Parts of key value are aligned k
in Figure 3.15. 81ts are added to get address as sho®

In this meth .
_ od of hashmg, first make partitions of key value and



(i)

(iv)

(1)

(vii)

(viii)

Fus Oncasazanon: 57

IZ—4 86 | 1 0
\_ 22 ‘_/
. 01

FIGURE 3.15. Boundzr

(b) Shift folding : In this technique various par
you can say that they are simply add :

[y
.-.-'F.i' "I‘:
=

= T . aw=l -
— ﬂ.‘ EE:I % ,-_.:__L:-E a_- .T,.\_""-‘:‘Eﬁ

- &

24| 86 10
110 ;

120 —» Address

FIGURE 3.16. 573 fldnz

Division method : In division method, divide the ksv value with
take quotient as address of that record. Mostlv prime number is taken

Consider a record having key value 530 which is divided by 3 gives 110 as guotient

which 1s taken as address of that record. )

Division-remainder method : In division-remainder method. divide the kev value

with any number (Prime number) and take remainder as address of that record. The
divisor must be greater than total number of records and small then all kev values
Suppose there are 100 records in any file. A record has kev value &6) which is

divided by 109 gives 6 as remainder which is taken as address of that record
Radix transformation method (Radix conversion method) : In radix conversion
method, first key is converted into binarv string. Then this string
small strings. Then these strings are converted into decimal forma _
has key value 269 whose binary equivalent is 100001101, Take small strings of 3 bits
each. These are 100, 001, 101. Now convert them into decimal format which av

1, 5. These digits are treated as numbers with radix r. Suppose r is 5. Then addressis

¥

e =1 . = -1
4 x5 +1x5 +5x5 =110

Polynomial conversion method : In polynomial conversion method every digit of key
value is taken as coefficient of polynomial. After obtaining that polynomial, diride it
by another pnlynnreial. The remainder polynomial gives the basis of address of that
record.

——

Truncation method : In truncation method, some digits of key value are mmcated
They may be left most digits, right most digits or central digits. The rernﬁzming digits
are taken as address of record. Suppose a record is having kev value 543189. Then
truncate first two left most digits, which gives 3189 as address for that record.

inary format

‘ : o . ‘ convert kev value into b
Conversion using digital gates : In this method, \ 56

then apply different operations on these digits and at last convert the
decimal format as shown in Figure 3.17.

o -
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269 —» (100 001 101
D OR NAND
mggtim operation operation
0 1 O |2 Address of recorg

FIGURE 3.17. Conversion using digjtal gates.

3341 Collision and Synonyms
The main disadvantage of hashing is collision.

Collision = A collision occurs when a hash function f mapped more than one key v&h’t?ﬁ
same phyvsical address.

Svnonvm : The keys which are mapped into same location
Consider the folding method in which key 248610 gives address

gives address 129. This is a collision and ke} 248610 and
3342 Techniques to Avoid Collisions
There are two main collision resolution
() Open Addressing
(1) Overflow Chaining,

Both tE‘dmiques are based on the fact

that in case of collision
IS write on another location.

are known as

5}'nun]
129 and key 925005
925005 are Synonyms %

technique -

store synonym key

: | IS no “Mpty position within , block then
M next block is searcheq. There are varjoys probing method
simplest one js linear probing.

implest te::hnique which is based on cydk
tions in a block. Suppose a key ks

Ei"t:'_? Name
1 Anand
< Rakesh
? Piyush
2 Deepak
. = Man:::j
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Block- _ _ Block-il
Location No. Data Location No. Data
e | Anand 5 Manoy
l 2 | Rakesh 8 J
3 | Piyush 7
3 Deepak 8

FIGURE 3.1B. Linear pmbrng_

o For emplovee Anand, Dept-ID is mapped into 1.

e For emplovee Rakesh, Dept-ID is mapped into 2.

e For emplovee Pivush, Dept-1D 1s mapped into 3.

e For emplovee Deepak, Dept-ID is mapped into 2. A collision occurs because location
> is not empty. So, searching is started from location 3. Location 4 1s empty which
s given to Deepak.

e For emplovee Manoj, again Dept-ID is mapped into 2. A collision occurs because

location 2 is not empty. So, searching is started for an empty location. Here Block-
1 is full so searching is started in consecutive block, Block-II and location 5 is given

to Manoy.
Disadvantages
(7) Creation of cluster of records (clustering effect).

(if) Searching time for free location is more.

() Rehashing : To avoid clustering effect in linear probing more than one hashing functions
can be-used. If first hash function results collision then another hash function is used
to resolve collision. But this method results extra overhead.

(i)) Overflow Chaining : In this method, there are two areas for storing records, primary
area in which record is stored in normal conditions, if any collision occurs then synonym key
record is stored in overflow area.

Consider the example of relation employee shown in Figure 3.18. Now the employee
Deepak and Manoj are stored as shown in Figure 3.19.

Location No. Data Location No. Data =
1 Anand )__, <) Deepak
. Rakesh E Manu.l' .
3 Piyush 7
4 8 ]
Primary area Overflow area

FIGURE 3.19. Overflow chaining
Advantages

. Less searching time required.
2. No clustering effect.

2 3 :
More efficient than open addressing method.

—————

'8 W |
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3.3.5 Direct File Organization

To meet the requirement to access records randurmly direct file organization is used. In diregy

file organization record
_ without any sequential
and B-trees file organization.
For an efficient organization and direct access of individual record, some H:Iﬂpping o
transformation procedure is needed that converts kiy ficld of a record into its physical storagg

s can be stored anywhere in storage area but can be accessed directly
searching. It overcomes the drawbacks of sequential, index sequentip)

“location.
Actually, direct file organization depends upon hashing that provides the base of mapping
EI‘DCEE]UE- To overcome the drawbacks of h;:'&.hin;.; ;ilgnnlhm, collision rs:r.mlut;:m tEEhnlque is

e

needed. Devices that support direct access are C[)'s, Floppy etc,

Direct file organization is also known as Random File Organization. Choice of hashing

i — o e —— =

algorithm and collision resolution technique is crucial point in direct file organization.

3.3.5.1 File Operations on Direct Files

(@) Creating a direct file : After searching and allocating free space for file, necessary
entries In system directory are made. In direct file organization, a hashing algorithm
for m.::lpping prc:u:eidlure and any collision resolution technique to avoid collisions during
mapping are specified. The key field is also specified (It may not be primary key),

(b) Open an existing file and closing a file are same as in other file organizations.

(c) Searching (Reading or retrieving) from direct file : To read any record from direct file, just

enter the key field of that record. With the help of hashing algorithm that key field

1s mapped into physical location of that record. In case
resolution technique is used.

(d) Updation of records in direct file

(1) Adding a new record : To add a new record i

the help of mapping procedure and collis
address location for that record.

(if) Deleting record from direct file : To

searching, change its status code

(iti) Modify any record : To modify any

necessary modifications. Then re-
Advantages

of any collision, collision

ion resolution technique, get the free

delete a record, first search that record and after
to deleted or vacant. |

n:ecurd, first search that record, then make the
write the modified record to the same location.

1. Records are not needed to be sorted

: in order duri -
20 It gives fastest retrieval of 'ng addition.

records. |
v3. It gives efficient use of memory. |

4. Operations on direct file are fast sq there is
in a file, as in sequential file

5. Searching time depends upon mj
search keys as in B-trees, PPINg procedure not logarithm of the number o

6. Supports fast storage devices,

n direct file, specify its key field. With

=

" R |
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pisadvan tages

;. Wastage of storage space (Clustering) if hashing algorithm is not chosen properly.
» [t does not support sequential storage devices.

2 Direct file system is complex and hence expensive.

-

4 Extra overhead due to collision resolution techniques.

. m—

An index 1S 3 collection of data entries which is used to locate a record in a file. Index table
records consist of two parts, the first part consists of value of prime or non-prime attributes
of file record known as indexing field and, the second part consists of a pointer to the
on where the record is physically stored 'in memory. In general, index table is like the
.ndex of a book, that consists of the name of topic and the page number. During searching
of a file record, index is searched to locate the record memory address instead of searching
1 record in secondary memory. On the basis of properties that affect the efficiency of searching,
the indexes can be classified into two categories.

T —

locah

1. Ordered indexing
2. Hashed indexing.

3.4.1 Ordered Indexing

In ordered indexing, records of file are stored in some sorted order in physical memory. The
caluee in the index are ordered (sorted) so that binary search ‘can be performed on the index.

Ordered indexes can be divided into two categores.

1. Dense indexing
2. Sparse indexing.
3.4.1.1 Dense and Sparse Indexing
e Dense index : In dense indexing there is a record in index table for each unique value
q.___-—"'._._F . : _- -
of the search-key attribute of file and a pointer to the first data record with that value.

The other records with the same value of search-key attribute are stored sequentially
after the first record. The order of data entries in the index differs from the order of

data records as shown in Figure 3.20.

Advantages of Dense index
(i) 1t is efficient technique for small and medium sized data files.
(11) Searching is comparatively fast and efficient,

Disadvantages of Dense index
() Index table is large and require more memory space.

(i) Insertion and deletion is comparatively complex.
(iii) In-efficient for large data files.

—— e =T R g —

g

e .
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:Eﬂ;m{‘ Name Age Salary
Amit | Amit 22 5000 "'""‘\f*-rmr\
Sandeep * e 21 6000 D -m
mmer Sonal \ Sandeep 30 8000 D -Sm
John - Sandeep 35 2500 D
Densa index Sandeep 20 10000 ')
Sonal 24 20000
Sonal 28 15000
John 40 6000 D
John 31 18000 D

search-key attribute of file and
record with that value, To search a record in Sparse index

1s less than or equal to value in index for which we are

record, linear search js performed to retrieye the desired
>Parse index since it is not possible

Advantages of Sparse index

4 pointer to the fipg

looking. After getting the firgy
record. There is at

to build a °Parse index that is pot Clustered.

Disadvﬂnmges of Sparse index
(1) Searching is com '

and then linear

d Physically in order on a nor

ered index as It can be CIUStEred

3.4.1.3 Primary and Secundary |

® Primary index : A Primary indey cons

; iSts of all rime.
pointer to physical MemOory address of the rEcurclp th;

index table |

we search for j value that

most one

for each record. The non-primé |
. s |
NOWnN as clustering index. It i
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the basis of all primary key attributes, primary index is used for fast searching. A
binary search is done on index table and then directly retrieve that record from physical
memory. It may be sparse.

Advantages of Primary index
_Ai) Search operation is very fast.

(i) Index table record 15 usually smaller.

(i) A primary index is guaranteed not to duplicate.

Disadvantages of Primary index

(i) There 1s only one primary index of a table. To search a record on less than all
prime-key attributes, linear search is performed on index table.

(i) To create a primary index of an existing table, records should be in some sequential
- order otherwise database is required to be adjusted.

e Secondary index : A secondary index provides a secondary means of accessing a data
file. A secondary index may be on a candidate key field or on non-prime key attributes
of a table. To retrieve a record on the basis of non-prime key attributes, secondary
index can be used for fast searching. Secondary index must be dense with a index
entry for every search key value and a pointer to every record in a file.

Advantages of Secondary index
(i) Improve search time if search on non-prime key attributes.
(if) A data file can have more than one secondary index.
Disadvantages of Secondary index
() A secondary index usually needs more storage space.
(i1) Search time is more than primary index.

(1) They impose a significant overhead on the modification of database.

Search-key —p

attribute for 10 . s sl
pn_rfiifffi"’ 1 Amit 20 S0
2
- » 3 Sandeep 35 2500
4 » 4 Sonal 24 20000
5 ¥ 5 Sandeep 40 8000
6 - g 5 16hh 21 18000 Sepnndary
= 7 Sonal 24 15000
9 ‘Q: 8 John 40 6000
Primary index 9 Sandeep 20 10000

T—— Search-key for secondary
index

FIGURE 3.21. Primary and secondary index.
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3.4.1.4 Single and Multilevel Indexes

. 1ocps : A single stage index for a data file is known as single leve] ind B
e Single level ntdfli:e;c cannot be divided. It is useful in small and merdium size data filoc
A singlﬂ‘l IE",,EI 1; bigger, then single level, indexing is not a efficient method. Searchin,
} 12 ¥ : :
Ff t;ztz.et;an other indexes for small size data files.
is

1ovel indexes : A single index for a large size data file increases the size of inde
e M;lfn ﬁ;d incl:E"SES the search time that results in slower searches. The idea behin
table a ¢

ltilevel indexes is that, a single level index is divided into multiple levels, whic
multilev xes is Y Mk ol I A UL

reduces search time.

In multilevel indexes, the first level index consists Gf two fields, the first field consis
of a value of search key attributes and a second field consists of a pointer to the b
(or second level index) which consists that values. and so on.

To search a record in multilevel index, binary search is used to find the largest of g
the small values or equal to the one that needs to be searched. The pointer

points tg
a block of the inner index. After reaching to the desired block, the desired

record is
searched (in case of two-level indexing) otherwise again the largest of the small values
or equal to the one that needs to be searched and so on.
Benefits of multilevel indexes are they reduce search time significantly for large size
data files.
D Name Age Salary
Field Block >
value pnintei/,,v"\
1 ] \
2 |~
3|
4 & c\l\

First leve| \
index

L 4

Lif

Data file
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HashEd Indexing -

e the disadvantages of ordered indexing, a hash index can be created for a data
hing allow us to avoid accessing an index structure. A hashed index consists of two
et field consists of search key attribute values and second field consists of pointer
h file structure. Hashed indexing is based on values of records being uniformly

ing a hashed function.

5.TREE INDEX FILES /

In B-Tree index .
the following properties.

1.

I~

3.

To

B-Tree index files are used. It is a kind

files, tree structure is used. A B-tree of order m is an m-way search tree with

Fach node of the tree, except the rqot and leaves, has at least %n ! subtrees and no
more than n s'ubtrees: It ensures that each node of tree i1s at least half full.
The root of the tree has at least two subtrees, unless it is itself a leaf. It forces the

tree to branch early.
All leaves of the tree are on the same level. It keeps the tree nearly balanced.

overcome the performance degradation w.rt. growth of files in index sequential files
of multilevel index file organisation. In tree structure,

search starts from the root node and stops at leaf node.

(i) Non-Leaf Node :

. (i) Leaf Node :

Pi’ HI H:? H1'r\-‘l Km-'l

-------------------

1P

Ry

= i T—

K,

In non-leaf node, there are two pointers. Pointer P, points to any other node. Pointer

R, points to the block of actual records or storage area of records. K, represents the

key value,

Kﬂd F:'r-.

K, PI H‘E -1

-------------

P"[

In leaf node, there is only one pointer P. which points to block of actual records or
storage area of records. K represents the key value. A B-tree for file employee 1is

shown in Figurae 3.23.

| | Gaurav| | Naveen |
v
Gaurav Naveen
bucket bucket
- ,I'Chifﬂg |Harnsh| Lalit |Praveen | I
v v ¥ T v
Amar Chirag Harish  Lalit Praveen
bucket bucket bucket bucket bucket

FIGURE 3.23. B-tree for file Employee. -




(if) Deletion is mOre complex
(ifi) Search key values are du

'SON OF DIFFERENT FILE ORGANIZATIONS

plica

than B-trees. |
ted which results in wastage of memory i

2 d ﬁ.'
. g ;
L L 5 Ealp s
Pae P Ly x -il""-r!. B
iy P P g e

tiDn

3.7 COMPAR
. Indexed Hashed/D;
S. No. Sequential i
1 | Random retrieval on Random retrieval of Random retrieval of
: _ s primary key is moderately | primary key is very f
primary key is 1mp . Iy fast,
fast.
2. | There is no wasted space No wasted space for data | Extra space for addjtjgn
B data but there is extra space and deletion of records
for index. |
3. Sequential retrieval on Sequential retrieval on Sequential retrieva| of
primary key is very fast. primary key is moderately | primary key is impractica
fast. o
4. | Multple k eval i ‘ ieval | ‘ i 3
SE uiﬁale%rlremm! in- Multiple key retrieval is Multiple key retrieval is not
sequen e organization | very fast with multiple possible.
s possible. indexes.
3. ;deatii?g of records Updating of records Updating of records is th
eénerally requires rewriti ' " - gl -
.- ﬁ'E‘)' q ting :’:3:;&: maintenance of | easiest one.
6. Addition of new :
: records Additio s
requires rewriting the file. | - n of Neéw records | Addition of new recordsis
€asy and requires very easy
- e maintenance of indexes. -
- cletion of records can :
Deletion of records ; :
reate wasted space easy if space canrii S Eeletmn of records is very
asy.
allocared dynamically. g
3.8

- If file size is large then choo®
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Complexity : If technique is fast then it is complex and expensive. Whether funds are

vi) .
( qvailable to adopt new techniques.
(i) Availability of hardware : The hardware that supports file organization. Example tape
reader supports only sequential file organization.
EXERCISES
1. What 1s an index on a file of records ? What is a search key of an index ? Why do we need
indexes ?
2. Explain index sequential file organization with example.
3. What do you mean by file organization ? Describe various ways to organize a file.
4. List two advantages and two disadvantages of indexed-sequential file organization.
5. List out advantages and disadvantages of variable-length records and fixed-length records.
6. Discuss disadvantages of using sequential file organization. How do you overcome those
problems with direct-indexed file organization.
7. List advantages and disadvantages of direct file access.

8. What do you mean by collision ? Discuss techniques to avoid collision.

10.
11.

13

14.

13,

16.

17,

Define hashing. Discuss various hashing techniques.

Define B-trees. How insertion and deletion is made in B-trees ? Explain.

What is hashing and index-sequential file organization ? Give an exampie of an application of
each.

Compare and contrast sequential and index sequential file organizations.

Why is a B™-tree a better structure than a B-tree for implementation of an indexed sequential
file ? Discuss.

Explain the structure of an index sequential file organization, with a suitable diagram. Write
three differences between index sequential and B-tree file organizations.

Why can we have a maximum of one primary or clustering index on a file but several
secondary indices ? Your explanation should include an example.

What is the difference between primary index and secondary index? What is non-dense
Indexing ?
Construct a B -tree for the following set of key values.

(2.3: 5, 7 11,17, 19,23, 89,.31)

Assume that the tree is initially empty and the number of pointer that will fit in one node is
four or six.
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(i) Reducing the Null Vajyes

(jv) Not allowing the possibil

() Meaning of the relation attributes

(11)

(111)

FUNCTIONAL Depenpency AN NORMAUSATION 19
In tuples.
ity of senerating spurious tuples.

: When the attributes are grouped to form a
a‘t attributes belnnging to one relation have certain
rmterprulntinn associated with them. This meaning
ibute values in g tuple relate to one another. The
‘¢ a clear meaning, if it is done carefully, followed by a
ations and most of the semantics will have been accounted

for. Thus the easter it : :
st ‘r it is to explain the meaning of the relation, the better the relation
schema design will be.

relation schema, it is assumed th
real-word meaning and ; proper
(Semantics) specifies how the attr
conceptual design should have
systematic mapping into rel

GUIDELINE 1 : Design a relation schema so that
The attributes from multiple entity types
into a single relation. Thus

it is easy to explain its meaning.
and relationship types should not be combined

‘ | a relation schema that corresponds to one entity type or
one relationship type has a straight forward meaning.

Redundant information in tuples and update anomalies : One major goal of schema
design is to minimize the storage space needed by the base relations. A significant
effect on storage space occurred, when we group attributes into relation schemas. The
second major problem, when we use relations as base relations is the problem of
update anomalies. There are mainly three types of update anomalies in a relation i.e.,

Insertion Anomalies, deletion anomalies and modification Anomalies. These anomalies
are discussed in the section 6.3 in detail.

GUIDELINE 2 : Design the base relation schema in such a way that no updation
anomalies (insertion, deletion and modification) are present in the relations. If present,
note them and make sure that the programs that update the database will operate
correctly.

Null values in tuples : When many attributes are grouped together into a “fat”
relaion and many of the attributes do not apply to all tuples in the relation, then
there exists many NULL'S in those tuples. This wastes a lot of space. It is also not
possible to understand the meaning of the attributes having NULL Values. Another
problem occur when specifying the join operation. One major and most important
problem with Null’s is how to account for them when aggregate operation (i.e., COUNT
or SUM) are applied. The Null's can have multiple interpretations, like:-

(a) The attribute does not apply to this rule.
(b) The attribute is unknown for this tuple.
(¢) The value is known but not present re., cannot be recorded.

GUIDELINE 3 : Try to avoid, placing the attributes in a base relation whose value
may usually be NULL. If Null's are unavoidable, make sure that apply in exceptional
cases only and majority of the tuples must have some not NULL Value.

Generation of spurious tuples : The Decomposition of a relation schema R into two
relations R1 and R2 is undesirable, because if we join them back using NATURAL
Join, we do not get the correct original information. The join operation generates
spurious tuples that represent the invalid information. More about join in section

(6.4.2.6).
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GUIDELINE 4 : The relation Schemas are designed in _S'HCh a way that they cap .
.sined with equality conditions on attributes ﬂ?at are either pnmary‘ke}r or forej
]key. This guarantees that no spurious tuples will be gen.erated. Matchm5‘ attributes jy,
relations that are not (foreign key, primary key) combinations must be avoided, becauge
joining on such attributes may produce spurious tuples.

6.3 FUNCTIONAL DEPENDENCIES

==

—_—

Functional dependencies are the result of interrelationship between attributes or in between
tuples in any relation.

Definition : In relation R, X and Y are the two subsets of the set of attributes, Y ig said

to be functionally dependent on X if a given value of X (all attributes in X) uniquely determineg
the value of Y (all attributes in Y).

It is denoted by X — Y(Y depends upon X).

Determinant : Here X is known as determinant of functional dependency.
Consider the example of Employee relation :

Employee
EID Name Salary
1 Aditya 15,000
2 Manoj 16,000
3 Sandeep 9,000
4 Vikas 10,000
5 Manoj 9,000
FIGURE 6.1. Employee relation.
i In Employee relation, EID is primary key. Suppose you want to know the name and
| salary of any employee. If

4 X (EID) : Y (Name, Salary)
} The determinant is EID

Suppose X has value 5 then Y has

value (Manoj, 9,000)
6.3.1

Functional Dependency Chart
i It is the graphical

Tepresentation of function
The following four

dependencies among attributes in any relation.
steps are followed j
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Consider the example

of Figure 6,1 I .
Employee » fmctiona dependency chart s shown in Figure 6.2.

e

EID

- Le Name

\ %

FIGURE 6,2 Functional dependengf
It is easier to reme

chart of Employee relation,

mber all dependencies by making FD charts.

6.3.2 Types of Functional Dependencies

There are four major types of FD's.

1. Partial Dependency and Fully Functional Dependency

® Partial dependency . Suppose
be the non-prime key attribute,
then partial dependency exists,

® Fully functional dependency : Let A be the

non-prime key attribute and value of A is
dependent upon all prime key attributes. Then A is said to be fully functional dependent.

Consider a relation student having prime key attributes (RollNo and Game) and non-
prime key attributes (Grade, Name and Fee).

attributes in primary key. Let A
If A is not dependent upon all prime key attributes

| RoliNo M  Name

r Grade Iq It represents fee of

/ pariicuiar game
\ Game »  Fee

FIGURE 6.3. Functional dependency chart showing Partial and
Fully functional dependency of student relation.

As shown in Figure 6.3, Name and Fee are partially dependent because you can find the
Mame of student by his RollNo. and fee of any game by name of the game.

find the grade of any student in
‘ ionally dependent because you can . |
a paGr:izi?a:*Sgil;g i:u;f:ﬂkr:‘lamz RGEND. and Game of that student. Partial dependency is due

'© more than one prime key attribute.

2. Transitive Dependency and Non Transitive Dependency

I is due to dependency between non-prime
o - Transitive dependency is
@ Tmnsrtwf: dfpentéfﬂcyﬂse in a relation R, X = Y (Y depends upon )'E},‘Y-—}.'% (Z deﬁfﬁ
K5y attnbutLES. ;Pi Z (Z depends upon X). Therefore, Z is said to bé transitivel
upon Y), then N TS -

depenc_[ent upon X.

-ﬂq]

[ ]
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e Non-Transitive dependency : Any functional dependency which is not transitive 1S known,
as Non-Transitive dependency.

,Ngn-Transiﬁ"'E dependency exists if there is no dependency between NON-prime key
ﬂttributes-

Consider a relation student (whose Functional dependency chart is shown in Fi

gure 6.4)
having prime key attribute (RollNo) and non-prime key attributes (Name, Semester, H[}gtel).
Name
X Y
‘ RollNo l/ >l " Semester
b Dependency between
< non-prime key
Hostel attributes

FIGURE 6.4. Functional dependency chart showing transitive and
non-transitive dependency on relation student.

For each semester there is different hostel

Here Hostel is transitively dependent upon RollNo. Semester of

any student can be
find by his RollNo.

Hostel can be find out by semester of student.
Here, Name is non-transitively dependent upon RollNo.

Single Valued Dependency and Multivalued Dependency

Single valued dependency : In any relation R, if for a particular
value then it is known as single valued dependency.
Multivalued dependency (MVD) -

value of X, Y has single

In any relation R, if for a particular value of X, Y has

more then one value, then it is known as multivalued dependency. It is denoted by
XY
Consider the relation Teacher shown in Figure 6.5(a) and its FD chart shown in Figure 6.5(b).
ID Teacher Class Days
1Z Sam Computer 1
27 John Computer 6
1Z Sam Electronics 3
2Z John Mechanical 5
3Z Nick Mechanical 2
(a)
| Teacher »———> Class. |
Class »——>» Days S
I -
D | » Teacher

(b)
FIGURE 6.5. Functional dependency chart showing single valued and
multivalued dependency on relation teacher.

i
e 5
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6.4.1 Insertion Anomaly

vant to add new information in any relation but cannot enter that data becayga
you 1aint5 This is known as Insertion anomaly. In relation Employee, yoy canngt
of some iiﬂm:r.nntﬂ{t Finance unless there is an employee in Finance department. Addition of
ad_d f‘le;f Zfign violates Entity Integrity Rule 1. (Primary Key cannot be NULL). In other
thfrdl: Zﬁlm ol depend on any other information to add new information then it leads ¢,
words,

insertion anomaly.

51_11_‘11:!(35(—.‘

6.4.2 Deletion Anomaly
The deletion anomaly occurs when you try to delete any existing information from any
and this causes deletion of any other undesirable information.

In relation Employee, if you try to delete tuple containg Deepak this leads to the de
of department “Sales” completely (there is only one employee in sales department).

relation

letion

6.4.3 Updation Anomaly

The updation anomaly occurs when you try to update any existing information in any relation
and this causes inconsistency of data.

In relation Employee, if you change the Dept.No. of department Accounts.
NOTE W We can update only one tuple at a time.

This will cause inconsistency if you update Dept.No. of single employee only otherwise

you have to search all employees working in Accounts department and update them
individually.

6.5 NORMALIZATION

= Sy e

Normalization is a process by which we can decompose or divide any relation into more than

one relation to remove anomalies in relational database.

——

It is a step by step process and each step is known as Normal Form.
L8 - —
Normalization is a reversible process.

6.5.1 Properties of Normalization
1. Remove different anomalies.

2. Decomposition must be lossless,

3. Preserve necessary dependency.
4. Reduce redundancy.

6.5.2 Various Normal Forms

The different normal forms are 3

s follows. Each of which has its importance and are more
desirable than the previous one.
6.5.2.1 First Normal Form (INF)

A relation is in first normal form if domain of each attribute contains only atomic values
[t means atomicity must be present in relation.
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Consider the relation Empluyeu as shown in F;
a3 *1

pbecause attribute Name i Not atomic, So, divid. : BUTe 6.7. It is not in first normal form
Name as shown in Figure 6.8 » divide it into two attributes First Name and Last
Employee
EID First Name Seco
nd Name Sal
5o Dept. No
1 Shiwvi ot Pt ‘ Dept. Name
2 Amit g}?;ﬂ' 10,000 2 Accounts
3 Deepak oy 9,000 2 Accounts
3y Sand Supa 11,000 1 Sales
5 ikas - ' arketing
6 Gauray M-ahk 7,000 S Marketing
7 Lalic Win 15,000 2 Accounts
8 Vishal F drmar 14,000 S Marketing
2 Bamel 10,500 2 Accounts

FIGURE 6.8. Employee relation in TNF.
Now, relation Employee is in INF.

Anomalies in First Normal Form :
described earlier are also applicable here.

6.5.2.2 Second Normal Form (2NF)

A relation is in second normal form if it is in 1INF and

all non-primary key attributes
must be fully functionally

dependent upon primary key attributes,
Consider the relation Student as shown in Figure 6.9(s) :

Student
RollNo. Game Name Fee Grade
1 Cricket Amit 200 A
2 Badminton Dheeraj 150 B
3 Cricket Lalit 200 A
4 Badminton Parul 150 C
5 Hockey Jack 100 A
6 Cricket John 200 C
N (a)
RollNo F » Name
Grade -4
Game Il >' Fee
Dependency Chart
(b)

FIGURE 6.9. Student relation with anomalies.

-_—

e e
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The Primary Key is (RollNo., Game). Each Student can participate in more than e |
R IEti::m Gtudent is in 1NF but still contains anomalies. 8amg
ela

2. Insertion anomaly : Suppose you want to add a new game Basket Ball having no sk

deng
- - = = . 1 t .
participated in it. You cannot add this information unless there is ; Playe,
for 1it.

3. Updation anomaly : Suppose you want to change Fee of Crick?t. .Hiere, you hay
| search all the students participated in cricket and update fee individually
it produces inconsistency.

€to
Uﬂl&nﬁm

The _solution of this problem is to separate Partial dependencies and Fully functiong)
dependencies. So, divide Student relation into three relations Studenthﬂlan., Name), Games
(Game, Fee) and Performance(RollNo., Game, Grade) as shown in Figure 6.10.

Student Games
RolliNo. Name | Game Fee
1 Amit Cricket 200
2 Dheeraj Badminton 150
3 Lalit Hockey 100
4 Parul
5 Jack
6 John
Performance
RollNo. Game Grade

1 Cricket A

2 Badminton B

3 Cricket A

4 Badminton C

S Hockey A

6 Cricket C

FIGURE 6.10. Relations in 2NF

| Nc.}w, Deletion, Insertion and updation operations can be performed without causing
Inconsistency.

6.5.23 Third Normal Form (3NF)

A relation is in Third Normal Form if it

is in 2NF and non-primary key attributes mu5
be non-transitively

dependent upon primary key attributes.
In other words a relation is in 3NF if it

is in 2NF and having no transitive dependenc
Consider the relation Student as

shown in Figure 6.11(g).

—

- ¥
'ﬁfm.%——'-ﬂ#i e -
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Student
RollNo. Name Semester Hostel
! Lalit : H1
2 Gaurav y. H?2
3 Vishal 1 H1
S John 3 H3

(a)

/' - Name

RollNo VT Semester ]

N
; Hnsj_g[

(b)
FIGURE 6.11. Student relation.

AN

The Primary Key is (RollNo.). The condition is different Hostel is allotted for different
cemester. Student relation is in 2NF but still contains anomalies.
1. Deletion anomaly : If you want to delete student Gaurav. You loose information about

Hostel H2 because he is the only student staying in hostel H2.
2. Insertion anomaly : If you want to add a new Hostel H8 and this is not allotted to any

student. You cannot add this information.
3. Updation anomaly : If you want to change hostel of all students of first semester. Yi:m
have to search all the students of first semester and update them individually otherwise

it causes inconsistency.

The solution of this problem is to divide relation Stud nt ir
Name, Semester) and Hostels(Semester, Hostel) as shown in Figure 6.12.

ent into two relations Student(RollNo.

Student Hostels
RollNo Name Semester Semester Hostel
1 Lalit 1 1 ﬂ;
2 Gaurav 2 5 =
3 Vishal 1 ; -
4 Neha <
5 John 3

FIGURE 6.12. Relations in 3NE.

Now, deletion, insertion and updation operations can be performed without causing
r ’

Inconsistency.
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6524 Boyce Codd Normal Form (BCNF) |

. & t - .
BCNF is a strict format of 3NF. A relation is in BCNF if and only if all determinangg are
candidate keys. BCNF deals with multiple candidate keys.

Relations in 3NF also contains anomalies. Consider the relation Student as showp in
Figure 6.13(a).

Student _i
RoliNo. Subject Teacher ]
1 C T1 ;
2 C++ T2
3 C T1
4 Java T3
5 Java T3
1 Oracle TS "
6 Oracle T5 f;_
3 C++ T2 L3
7 VB T4 >
8 Oracle T6
(a)
/ Overloaded Candidate Key "L
G T~ ~ i
4 \ |
*y RollNo RoliNo i g
Teacher |e Lk o NI I L —»|  Subject f
I Subject ‘ Teacher

(b)
FIGURE 6.13, Student relation

5
i

Assumptions :

— Student can have more than 1 subject.
— A___Tiacber can teach only 1

candidate keys (RollNo, Subject)

| and (RollNo., Teacher)
Relation Student is in 3NF but

still contain anomalies,
1. Deletion anomaly : [f you delet

information that Teacher T4 is teaching the subject VB, il e

» YOu cannot do that until
teacher teaches subject VCq+-.
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3. Updation anomaly : Suppose you
Search all the students havin

it causes Inconsistency.
In relation,

can also find subject by teacher.

FUNCTIONAL DEePENDENCY AND NORMALISATION

: Student, candidate key is overloaded. You can find
Subject. You can also find subject byy e No.

want to change Teacher for Subject C. You have to
g subject C and update each record individually otherwise

by RollNo. and
RollNo. and Teacher. Here RollNo. is overloaded. You

Determinants |e

HO_IIHIJ.. Subject e Teacher
Teacher - l Subject l
RollNo., Teacher i Bl Subject

FIGURE 6.14. Determitiants in relation student.

The solution of this problem is to divide relation Student in two relations Stu-Teac and

Teac-Sub as shown in Figure 6.15.

Stu-Teac
RollNo. Teacher
1 T1
2 12
3 T1
4 T3
5 T3
1 TS
& T3
3 T2
7 T4
8 T6

Stu - Teac (RolINo., Teacher)
Candidate Key (RollNo., Teacher)

FIGURE 6.15. Relations in BCNF,

Teac-Sub
Teacheer . Subject
T1 G
T2 C++
T3 Java
T4 VB
TS Oracle
T6 Oracle
Teac-Sub

Candidate Key (Teacher)

In this solution all determinants are candidate keys.
6.5.2.5 Fourth Normal Form (4NF)

A relation is in 4NF if it is in BCNF and for all Multi Valued Functional Dependencies

(MVD) of the form X —— Y either X — Y is a trival MVD or X is a_super key of relation.

~ Relations in BCNF also contains anomalies. Consider the relation project-Work as shown

in Figure 6.16.
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Project-Work
Programmer Project Module
P1 1 M1
P2 1 M2
P3 2 M1
P1 3 M1 :
P4 3 M2 |

FIGURE 6.16. ijﬂﬂt-Wﬂrk relation.

Assumptions :
~~— A Programmer can work on any number of projects.
_~— A project can have more then one moduie.

Relation Project-work is in BCNF but still contains anomalies.

1. Deletion anomaly : If you delete project 2. You will loose information about Programmer
P3.

. Insertion anomaly : If you want to add a new project 4. You cannot add this project
until 1t is assigned to any programmer.

3. Updation anomaly : If you want to change name of project 1. Then you have to search

all the programmers having project 1 and update them individually otherwise it causes |
Inconsistency.

I~

Dependencies in Relation Project-work are

e L

Programmer —— Project
Project -— Module

The solution of this problem is to divide relation Project-Work into two relations Prog-Prj
(Programmer, Project) and Prj-Module (Project, Module) as shown in Figure 6.17.

| | /Prnj-Pd .~ Prj-Module
Programmer Project Project Module
P1 1 1 M1
P2 1 1 M2
P3 2 2 M1
P1 3 3 M1
P4 3 3 M2

Here Programmer is the super key Here Project is the super key

FIGURE 6.17. Relations are in 4NF.

6.5.2.6 Project Join Normal Form (5NF) and Join Dependency

Join Dependency : Let R be a given relation upto 4NF and it decompose (Projected or
divided) into {R;, Ry Ry, R }. The relation R satisfy the join dependency * (R,, R,, Ry, ... R}
if and only if joining of R, to R, = R.
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XYZ with attributes X#

123

Conci ;
onsider the Relation (Customer__l[)}, Y# (Account_ID) and Z#

{Branch_lD) as shown in

Figure 6.18.
First, decompose XYZ into three relations XY YZ and ZX. - -
XYZ
Xa Y# Zn
Xy Y1 Z2
X1 - Y2 Z1
x2. Y1 Z1
X1 Y1 Z1
v
YZ X
X# Y# Ys 28 Z# X#
X1 Y1 v 2. 2 o
X1 2" .l Y2 2. S =
X2 Y1 Y1 21 Z1 ki
. = i -
o -
o
3
)
L
Join over Z#, X#
XYZ
X# Y& -~ il e
X1 Y1 = XA e i
21
X1 2 : X1 Y1 Z2
Z1 "
X1 Y2 : X1 Y2 2
X2 Y1 ] Z1 X1 Y1 21
v Original
i XYZ
(not in oniginal XYZ)

FIGURE 6.18. Relations XY, YZ, ZX are in SNF and relations XYZ
satisfy the Join dependency.
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When joined, these three relations give original form of XYZ. So relation XYZ satisfy the
join dependency.

Project [orm Nermal Form (ONF) : Let R 1s a relation and D is a set of all dependencies
(Multivalued depencency, Functional dependency, Join dependency etc.) The relation R is in
SNF wet D if for every Join Dependency, Join Dependency is trivial.

SNF is the ulamate Normal form. A relation in 5 NF is guaranteed to be free of anomalies.

Consicer the example In Figure 6.18, where relations XY, YZ and ZX are in 5NF

SOLVED PROBLEMS

Problem 1. Normazlize the following relation EDP (ename, enum, address, dnum,

dmagenum, dnzme, pname, pnum, plocation), given functional dependencies enum — [ename,
address, dnum, dname, dmgrenum), dnum — [dname, dmagrenum|, pnum - [pname,
plocation], the primary key is lenum, dnum, pnum). Discuss each step.

Solution.

Step 1. We assume that it is already in INF because INF deals with atomicity only.

= _,_.-/'l Aame
Enum
|
a|  Address
| q
| Frame ) Dram __,...--’""I Dname
S
? ~oEion I 4 Dmgrenum

A=

— e o 2 1
~mnonzl dependency chart for relation EDP.

Step T So. dicaimice BB tesn
=TS ZUT mio three new relations

© =UFHOYSS Zhum, ename, address)

s
il D:J-"—I—r—r 2 k.
- el NPT O™

=Z=m. dname, dngrenum)

J. rersonal pnum pnap -
s—==_ phame, plocation)
There is o tens8ve Sore
e b e T i T ~
¥+ 80 relations are normalizeq
Problem 2. Consider the ollowing database sch
R €ma:
of-dept, percentzze-time) -ollege (prof-code, dept-code, head-
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You can find dept-code by knowing head-of-dept and vice-versa and percentage-time is

, the time ratio, which a prof-code spend for a particular department. Draw the functional
: dependency diagram for above schema.

Solution.
f5 Prof-code L
: g Percentage-time
Dept-code
Head-of-dept
EXERCISES
1.

Ew:iplain what is meant by normalization and its advantages. Explain and define INF, 2NF,
3NE, BCNF and 4NF by giving suitable examples for each.

!-I

Compare and contrast Full/Partial/Transitive dependencies.

3. What do vou understand by functional dependency? Explain with examples.
1. Explain INF, 2NF, 3NF, BCNF and 4NF with help of suitable examples.

5. Explain multi-valued dependencies and Fourth Normal Form.

6.

Explain Functional and transitive dependencies.

1
L ]

“Non-loss decomposition is an aid to relational databases”. Is it true ? If yes, then justify it
through an example.

8. Explain join dependency and 5™ Normal Form.

9. What is normalization ? Explain successive normalization in designing a relational database by
taking a suitable example.

10. Explain join dependencv and multivalued dependency.

11. What 1s normalization ? What is the need of normalization? What do you understand by loss
less decomposition ? Define and discuss 3NF and BCNF using suitable examples.

12. Define normalization. Take a relation and normalize it upto 3NF, explaining each step.

13. Define BCNF. Using suitable example distinguish between 3NF and BCNF, which is better and
why ?

14. What are the problems of bad database design? Write the procedure of normalizing database
while discussing the various normal forms.

15. Define functional dependence and full functional dependence and then explain the concept of
2NF also with example.

16. Define Functional Dependencies. Write Armstrong rule and show that other rules are derived
from Armstrong rules. Also distinguish between full FD and partial FD.

17. State, by giving examples, the conditions that are necessary for a relation to be in INE 2NF,
3NF, and BCNF

18. What is functional Dependency? How does, it relate with multivalued dependency ?
Explain.

19. Why are certain functional dependencies called “trivial functional dependencies”? Explain.
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Chapter

TRANSACTIONS AND
CoNCURRENCY CONTROL

8.1 INTRODUCTION

t of work that represents the real-world events. A transaction 1s
program in a Database Management System

bility of a database management system to
interleave the actions

Transaction is a logical uni
also defined as any one execution of a user

(DBMS). The transaction management is the a

manage the different transactions that occur within it. A DBMS has to
of many transactions due to performance reasons. The interleaving is done in such a way that

the result of the concurrent execution is equivalent to some serial execution of the same set

of transactions.
Concurrency control is the activity of coordinating the actions of transactions that operate,
simultaneously or in parallel to access the shared data. How the DBMS handles concurrent

‘executions is_an important aspect of transaction managemen]. Other related issues are how
the DBMS handles partial transactions, or transactions that are_interrupted before successful
completion. The DBMS makes it sure that the modifications done by such partial transactions
are not seen by other transactions. Thus, transaction'processing and concurrency control form
important activities of any Database Management System (DBMS) and is the subject-matter of

this chapter.

8.2 TRANSACTION

A transaction can be defined as a unit or part of any program at the time of its execution.
During transactions data items can be read or. updated or both.

186

-
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8.2.1 ACID Properties of Transaction

The database System is required to maintain the following properties of transactions to ensure
the integrity of the data.

1. Atomicity : A transaction must be atomic. Atomic transaction means either all operations

within a transaction are completed or none.

Consistency : A transaction must be executed in isolation. It means variables used by
a transaction cannot be changed by any other transaction concurrently.

Isolation : During concurrent transaction each transaction must be unaware of other

transactions. For any transaction T, it appears to T, that any other transaction T, is
either finished before starting of T, or started after T, finished.

Durability : Changes are made permanent to database after successful completion of
transaction even in the case of system failure or crash.

8.2.2 Transaction States

A transaction must be in one of the following states as shown in Figure 8.1.

Database before . i ;
execution starts |—» Active state .;Er?-.r%?é'é'u 3 Committed
* |
. Database after
Aborted -— Failed — completion of
transaction

FIGURE 8.1. States of the transaction.

. Active state : It is the initial state of transaction. During execution of statements, a
transaction 1s in active state.

Partially committed : A transaction is in partially committed state, when all the statements
within transaction are executed but transaction is not committed.

3. Failed : In any case, if transaction cannot be proceeded further then transaction is in
failed state.

4. Committed : After successful completion of transaction, it is in committed state.

8.3 SOME DEFINITIONS

8.3.1 Serializa.bility

Consider a set of transactions (T, T, ..., T,). 5, is the state of database after they are concurrently
executed and successfully completed and

S, 1s the state of database after they are executed
In any serial manner (one-by-one) and successfully completed. If S5, and S, are same then the
database maintains serializability )

8.3.2 Concurrent Execution

If more than one transactions are

executed at the same time then they are said to be executed
concurrently.
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8.3.3 Recovcrability
do effects of any

n atomicity of database, ‘
ransaction. [f undo effects successfully the

known as Rollback.

transaction has to be performed in cge
n that database mainhim

To maintat
of failure of that t
recoverability. This proces

8.3.4 Cascading Rollback
is dependent upon T, and T, i§ fail
cascading rollback. Consider Figure

f C which is updated by j &P

s 1S

ed due to any reason then rollbacy

If any transaction T, 8.2. Here T, 15 dependent upon T
i

T,-. This is known as

because T, reads value o
T, T,
read A
read B
read C read A
write C read B
read A read C
write A
Failed rollback

FIGURE 8.2. Cascading rollback.

If T, fails then rollback T, and also Ts.

8.4 WHY CONCURRENCY CONTROL IS NEEDED?

To make system efficient and save time, it is required to execute more than one transachon
at the same time. But concurrency leads several problems. The three problems associated with

concurrency are as follows :

8.4.1 The Lost Update Problem

If any transaction T, u :
pdates any variable v at tim i ;
t then this " a e ¢ without knowin .
may leads to lost update problem. Consider the transacﬁnisﬂ;;iilemufl:? at u;;

igure

Transaction T.
f T-EH'IE T -
ransactio
_ ] 0 T,
read(v) , =

i

44—
I

g
(=
ﬂ
n
43
(oW
——
-
L

update(v)

as
L

T L ’

S Ty =
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At_ﬁmE fy and 1y, transactions f; and t; reads variable v respectively and get some value of
0. At time t,, t; updates v but, at ty, t; also updates v (old value of v) without looking the new
value of v (updated by t). So, updation made by ¢, at t; is lost at t, because T, overwrites it.

8.4.2 The Uncommitted Dependency Problem

This problem arises if any transaction T; updates any variable v and allows retrieval or updation
of v by any other transaction but T. rolled back due to

shown in Figure 8.4. I

failure. Consider the transactions

Transaction T, Time Transaction 'l}
_ ] »
— £ write(v)
_ | _
read(v) or write(v) t, =
. I _
s ty -
= ! Rollback

FIGURE 8.4. The uncommited dependency problem.

At time t,, transaction T, updates variable v which is read or updated by T; at time (,.
Suppose at time t;, T, is rollbacked due to any reason then result

because it is based on false assumption.

8.4.3 The Inconsistent Analysis Problem

Consider the transactions shown in Figure 8.5.

Transacton T, Time Transaction ‘l}
read(a) a = 10 t, -
read(b) & = 20 t —
-— L write(a) a = 50
- L, Commit
Add a, b k.
a+b = 30, not 60

FIGURE B8.5. The inconsistent analysis problem.

produced by T, is wrong
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Hm d £, respectively. Byt at
variable 2 and

The transaction T, readSU to 50 and commits at f; that makes changes Permap t”

updates value of 4 from 1 result. This leads inconsistency in datab,

- - r n
addition of a and b at time {5 gives Wrong
of inconsistent analysis by T,

S
CONCURRENCY CONTROL TECHNIQUE

;
5
|
a

time ,
Mt ol
S be. N, |
T:'e.-:inqeé

Bls

eed to be made so that system can be protected from such situations ang in
n 0

efficiency.

8.5.1 Lock-Based Protocols

To maintain consistency, restrict modification of the datﬁi item by any ﬂ[fher transactiop, Whiy
is presently accessed by some transaction. These restrictions can be applied by applying | cks

on data items. To access any data item, transaction have to obtain lock on ijt

8.5.1.1 Types of Lock

T, is said to be in Shared lock mode.
(i) Exclusive lock - Exclusive lock is Read-Write lock. If a transaction T. has

lated problems and to maintain consistency, some ryjeg (pmt%h) |
To avoid concurrency related p - , .I

obtained

exclusive lock on data jtem A then T; can both read and modify (write) A. It js

denoted by X and T is said to be in Exclusive lock mode.
8.5.1.2 Concurrency Control Manager

8.5.1.3 Compatible Lock Modes
Suppose transaction T; has obtained , lock on d

. ta item V in mede A. If transaction T.
can also obtain lock gp V in mode B then, A is i - ’
are compatible. Matriy of compatibj]j h P gy Wl.ﬂl B or these two o mOd?s

Figure 8¢ ty of shared ang Exclusive ]ock modes are shown in
S X
S + I
: Pussrblf_' Not possible
_ Not possible Not possible
FIGURE g¢ Campanbrfr!_‘y of

The table shoys that if 5 ¢ :
ahsaction T, h
transaction T;' can obtainp only shared lnék as shared lock on data item VvV then any other
combinations zre INCOmpatible. on. V' at the Same time. AJ] other possible
S - lock A
X - lnck([A)] Siired lock on data jtem A
read(a) _ rlUSive lock on a1 A
Write(4) L o “Peration op A
unlock(a) Wl'.lf:E OPeration o A

N 5
e r e . o g e sk

o
. s
e s T e e S ol o ey iy g "
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A transaction T; can hold only those items which are wsed m i If any data item V is not
ffeetheanismadEtuwaitunﬁiVismi{gﬁnw.:.ie_m‘mmkddaﬂi‘m
immediately after its final access.

Example : Consider the banking syvstem m whach vou have o transfer Rs. 500/- from
account A to account B. Transaction T, in Figure 37 shows —zmster of zmount and T. shows

sum of accounts A and B. Initiallv account A has R 1AW - =3 B hes Rs 300/- )
T‘ : T:
X - lock{A); S - oAk
read(A); 2l A
A=A - 500; unlocks Ak
Write(A): Sloce 3
Unlock(A): ez 2
X-locki{B); ursock Bk
read(B); Ssplaw A - B}
B = B + 500
Write(B);
unlock({ B);
FIGURE 8.7. Trrsactors 7, amd 7. & homore caomdie
The possible schedule for T, and T. i shown & Faome 33
Ty T }
X-lock(A) | | ‘
read(A) A = 1000 | |
A=A - 500 A = 300
Write(A)
unlock(A) u ..
ook 2 !
i 222 A A = 300 1
LIS
Socky S i
reaci B B = 300 l
prlock] 5 ‘
Sspizw A - 3 A~ B = 800
X-lock(B)
read(B) B - 300 |
B =B + 500 B - 300
write(B) |
Unlock(B) | | 1

FIGURE B.8. Schedule for cursactoe T, amé 7, r omse lockes dotz gems are
uniocked wmemedgoeiy gwr = fmad ame=s
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wrong result 1.e., RSBOU/- ing

after its final access. tead of

192 R 8.8, T BIVES
ed immediately

re of Lm:l-(ing
The modified transaction T, and T, apq shoy,

Keep all locks unt

1
e lseklAL S-lock(A);
read(A); read(A);
A - A m 500:
write(A); S-lock(B);
X-lock(B); read(B);
read(B); display(A + B);
B =B + 500 unlock(A);
write(B); unlock(B);
unlock(A);
unlock(B);

o FIGURE 8.9. Improved structure of locking on transactions.

The transaction T, cannot obtain lock on A until A is released by T, but at that time
changes are made in both accounts.

Advantages
1. In maintains serializability.
2. It solves all the concurrency problems.

Disadvantages
1. It leads to a new problem that is Deadlock.

Figure 8.10(a, b).

In 5,, right result is obtained b
i ut S :
walling state and wait for release of B axi eads to deadlock because both T, and T, are in

are incompatible).

lock and unlock fequests in two phases
(1) Growing phase : In thj |
lock. S phase, transaction can obtain new locks but cannot release any

(it) Shrinking or contracting phgse .
obtain new locks, |

Lock Point : In growin
. " g Pl1aser ﬂ"lE 1 L
is called Lock Point. PoInt at which transaction has obtained its final lock

| In two phase locking pProtocol
points. Transactions T, and T, in Fj

In -
this Phase, transaction can release locks, but cannot
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5
+
1 T:
X-lock(A)
read(A) A = 1000
A=A - 500 A = 500
Write(A)
X-lock(B)
read(B) B = 300
write(B)
Unlock(A)
Unlock(B) S-lock(A)
read(A) A = 500
S-lock(B)
read(B) B = 800
display(A + B) A+ B = 1300
unlock(A)
unlock(B)
(a)
S,
T T,
X-lock(A)
read(A)
A=A - 500
write(A)
S-lock(B)
read(B)
I S-lock(A)
X-lock(B) l*
l Not-possible
e, e because A is locked
i ] exclusively by T
because B is locked dT. h !
in shared mode by ::13' FI iﬁ e
T, and T, have to P TR
wait for B.

FIGURE 8.10. Schedules S, and S, for transactions T, and T,

(b)




ocking protocol ¢

1. Basic Two phase L |
two phase locking P’rotoco’
Advantages -

1. It ensures serializability.
Disadvantages
1. It may caus€ deadlock.

2. It may cause cascading rollback.
In strict two Pl’lElSE I{}Cking Prﬂfﬂft{}l, all edeSiv
:

kin Protocol : _ :
gy until the transaction commits.

2. Strict Two phase *
end of transaction OI

locks are kept until the
locking protocol.

Advantages
rollback in strict twWO phase
ocking) and S, (in Strict ty,.

1. There is no cascading
Example. Consider partial schedules S, (in basic two-phase 1

phase locking) as shown in Figure 8.10.
rollback of T, due to rollback of T, but in S,, all exclusive Jock

In S, there is cascading
ding rollback as shown in Figure 8.11(a, b).

are kept till end and avoid casca
3. Rigorous Two-phase Locking Protocol : In rigorous two phase locking protocol, all

locks are kept until the transaction commits. It means both shared and exclusive locks cannot

be released till the end of transaction.

S, =2
T Ty b T
S-lock(A) S-lock(A)
read(A) read(A)
X-lock(B) X-lock(B)
read(B) read(B)
write(B) i
X-lock(C) :ntE(B)
unlock(B) .
read(C) X-lock(B) rEE'ld(CJ
write(C) read(B) WHEE((':)
: write(B) z:;-:::(ta)
) B unlock(A) X-lock(B)
- B unlock(C) read(B)
Rollback Rollback write(B)
due to roll B
back of T, -
Basic two-phase locking ™
R

(a) :
FIGURE 8.11 3 Atrict two-phase locking
- - Pﬂmﬂ! Sd?'E'du!ﬂ 5' d s [b}
7 dn
2
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8.5.1.6 Lock Conversion

improve efficien
To UF’ — C}’ of two-phase locking protocol, modes of lock be
. ver . ;
(1) UpsT sion of shared mode to exclusive mode is kn L c““;EﬁEd'
own as upgrade.

- Downgrade : C i

(if) d grade onversion of exclusive mode to shared mode is known wngr
nsider transact in Fi B -

Co ction T as shown in Figure 8.12. ﬂ -

Dn

and then upgrade it. During this period
s and hence T ol P any other transaction can also obtain shared lock: of

write(A)

FIGURE 8.12. Lock conversion (Upgrade).

8.5.2 Graph Based Protocols

In graph based pmlocnls, an additional information is needed for each transaction to know,

how they will access data items of database.
pmtt}mla are not applicable but they required additional information that is not requirecl in

two-phase protocols. In graph based protocols partial ordering is used.

Consider, a set of data items D = |d, dy - i d, ..d.]} If d, — d, then, if any transaction
T want to access both d; and d, then T have to access d, first then d,

Here, tree protocol 1S used in which D 15 viewed as a directed acyclic graph known as

database graph.

Rules for tree protocol :
1. Any transaction T can lock any data item at first time.

2 After first lock if T wants to lock any other data item v then, first, T have to lock its
parent.

3. T cannot release all exclusive locks before commit or abort.

4. Suppose T has obtained lock on data item 7 and then release it after sometime. Then

T cannot obtain any lock on v again.
All the schedules under graph based protocols maintain serializability. Cascadelessness
and recnverabilit‘y are maintained by rule (3) but this reduces concurrency and hence reduce

efficiency.

These protocols are used where two-phase .
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8.5.5.2 Multiversion Two-phase Locking

multiversicm hvﬂ-phase ockin dv
In locking, advantages of both multiversi
= ultiversion concurrency control

echniques and two-phase locking technique are combi :
L] = l-n i
digad‘.'ﬂﬂtagES of multiversion timestamp ordering ed. It is also helpful to overcome the

. ole Timestamp 18 giv rerv :
Singl p is given to every version of each data item. Here timestamp counter

('[*_—}{nunter} ic used instead of svstem clock and log:
. g : ical counter. W » :
commits, TS-counter is incremented by 1. 5 henever a transaction

only transacti G S
Read* ?;1 tra sactions are based upon multiversion timestamp ordering. These transactions
jre associate with timestamp equal to the value of TS-counter

Updations are based upon rigrous two-phase locking prﬂtﬂcul.

8.6 DEADLOCKS

A system is said to be in deadlock state if there exist a set of transactions {Ty, T,,.'.-, T, such
that each transaction in set is waiting for releasing any resource by any other transaction 1in
that set. In this case, all the transactions are in waiting state.

8.6.1 Necessary Conditions for De_adlnck

A system is in deadlock state if 1t satisfies all of the following conditions.
(i) Hold and pait : Whenever a transaction holding at least one resource and waiting for
another resources that are currently being held by other processes.

(11) Mutual Exclusion : When any transaction has obtained a nonshara
‘temn and any other transaction requests that item.

(iiiy No Preemption : When a transaction holds any resource even after its completion.

(iv) Circular wait : Let T be the set of waiting processes T = {Ty Ty o T,} such that T,

is waiting for a resource that is held by Ty T, is waiting for a resource that 1s held

by T, T;15 waiting for a resource that is held by Ty

8.6.2 Methods for Handling Deadlocks

There are Two methods for handling deadlocks. These are .

8.6.2.1 Deadlock Prevention
It is better tO prevent the system from deadlcok condition then to detect it and then
recover it. Different approaches for preventing deadlocks are :

s the simplest technique In which each transaction locks all the

1. Advance Locking : It
g of its execution in atomic manner. It means all items are

required data items at the beginnn
locked in one step ©f none is locked.

Disadvantages
1. It is very hard to predict all data items required by transaction at starting.

7 Under gtilization 1S high.
3. Reduces concurrency.

2. Ordering Data Items : In this appmach, all the data items are assigned in order say
1,2.3,... etc. Any transaction T, can acquire locks in a particular order, such as In ascending
order or descending order.

pDisadvantages : 1t reduces concurrency but less then advance locking.

PO ey ——- va1t D€ added in - wuansaction g
dded in cost fartar tn o ':{'IDDSES as
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th Two-phase Locking : 1
to increase concurrency:
o different techmques to

n this approach, two-phase locking

3. Ordering Data [tems wi
with ordering data items is used

ed on Timestamps : There are Tw

remove deadlock

1. Techniques bas

based on time stamps.
() Wait-die : In wait-die technique if any tr
held by T, then T, have to wait only if

i rolled back.
If TS(T,-}{I'S(T j)

T, waits;

eeds any resource that is presently

ansaction T; n g
I smaller than T, otherwise T,

it has timestamp

else
T, is roiled back;

It is a nonpreemptive technique.
e if anv transaction T; needs any resource that

) Wound-wait : In wound-wait techniqu _
e 1 lv if it has timestamp larger then T,

is presently held by T, then T, have to wait on
otherwise T, is rolled back.

If TS(T)>TS(T)
T, waits;
else
T, is rolled back;
It is a preemptive technique.

Disadvantage : There are unnecessary roll backs in both techniques that leads to starvation.

§.6.2.2 Deadlock Detection and Recovery

In this approach, allow system to enter in deadlock state then detect it and recover it. To
employ this approach, system must have:

1. Mechanism to maintain information of current allocation of data items to transactions
and the order in which they are allocated.

2. An algorithm which is invoked periodically by system to determine deadlocks in
system. :

3. An algorithm to recover from deadlock state.

Deadlock Detection : To detect deadlock. maintain wait-for graph.
) hl Wait-for Gn:pl: + }t consists of a pair G = (V, E), where V is the set of vertices and E
1s the set of edges. Vertices show transactions and edges show dependency of transactions.

It transaction T, request a data item which is currentlv being held by T then, an edge

T =1 F- inserted in graph. I-IVhen T has obtained the required item from T, remove the edge
Deadlock occurs when there is cycle in wait-for graph. Consider wait- f -

Figure 8.17.
O
(2

FIGURE 8.17. Wait-for graph withou. deadlock situation.

for graph as shown in
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There are three transactions T,, T, and T,. The transaction T, is waiting for any data item

held by T, and T, is waiting for any data item held by T,. But there is no deadlock because
there is no cycle in wait-for graph.

Consider the graph as shown in Figure 8.18, where T, is also waiting for any data item
held by T,.

FIGURE 8.18. Wait-for graph with deadlock.

Thus, there exists a cycle in wait-for graph.
T,-T,-5T,-5 T,
which results system in deadlock state and T,, T, and T; are all blocked.

Now a major question arises : How much will be the time interval after which system
invokes deadlock detection algorithm? It depends upon Two factors :

1. After how much time a deadlock occurs.
2. How many transactions are deadlocked.

2. Recovery from Deadlock : When deadlock detection algorithm detects any deadlock in
system, system must take necessary actions to recover from deadlock.
Steps of recovery algorithm are :

1. Select a victim : To recover from deadlock, break the cycle in wait-for graph. To
break this cycle, rollback any of the deadlocked transaction. The transaction which is

rolled back is known as victim.
Various factors to determine victim are :

(i) Cost of transaction.
(i) How many more data items it required to complete its task.
(iij) How many more transactions affected by its rollback.
(iv) How much the transaction is completed and left.
2 Rollback : After selection of victim, it is rollbacked.
There are Two types of rollback to break the cycle :
(i) Total rollback : This is simple technique. In total rollback, the victim is rolled back

completely.

(ii) Partial rollback : In this approach, rollback the transaction upto that point h:’hich
is necessary to break deadlock. Here transaction is partially rolled back. It 1s an
effective technique but system have to maintain additional information about the

state of all running transactions.

3. Prevent Starvation : Sometimes, a particular transaction is rolledback several tir.nes
and never completes which causes starvation of that transaction. To prevent starvation,
set the limit of rollbacks or the maximum number, the same transaction chmses: as
victim. Also, the number of rollback can be added in cost factor to reduce starvation.
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85.6.2.3 ‘I'imeuut—b:tsed 5

Timeout
reCovVery.
transaction 1S not
sransaction 1S rollback

This appmach is pre
It is tvpi
If it is too long
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jssociated within DBMS.

the various problems

concurrency control w
trol techniques with examples:

v 7 Discuss

= nc b
What is concurre ith examples.

Discuss the locking te
wing concurrency con

chniques for

Discuss the follo

(a) Locking techniques
(b) Techniques based on time stamp ordering

(c) Multiversian concurrency control techniques.

currency in databases ? Discuss the various concurrency control

What do you understand by con
methods in databases with examples.
iversion concurrency control techniques.

v and the various possible problems

Explain the mult

Discuss the concurrenc
various concurrency control technique
understand by serializability ?

What are distributed locking me
and disadvantages of distributed locking methods.

Explain the concept of concurrency and concurrency control in database.

jssociated with it in DBMS. Discuss

s through suitable examples. Also discuss, what do you

thods ? When and how are they used ? Also discuss advantages

Explain the various concurrency control techniques without locking with examples.

until it finally commits 0f

During its execution a transaction passes through several states,
hy

aborts. List all possible sequence of states through which a transaction may pass. Explain W
each state transition may occur?

What is a transaction ? What are the properties of a transaction ? How is transaction recﬂ‘f'f“‘d

when a system failure occurs?

What do you mean by concurrency? Explain how the concurrencv problems can be solved

with the use of locks.

What problems will occur due to concurrent execution of two transactions? What ar the

solutions.

What benefits does strict two phase locking provide ? What disadvantages result?
What are ACID properties ? Explain.

What do you understand by serializability ? Explain.

What do you mean by concurrent-access anomolies in databases ?

What are concurrency problems? How are they solved ? |

-
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9. What is time stamping ? ; :

1 help of an vmmhlﬂ 87 How can it be used for concurrency control ? Describe this with the

An on-hine books issues/re 2y '

on-line. A member may J?::':Lf:ﬁt:‘:“ﬁm a library allows vanous members to reserve books

e arsed B i Boatan o tiﬁd 4 “’T P the reservation request, if so desired. This system s

Write the pseudocodes of the neces o l_‘umk-; are outstanding for more than a month
Cessary transactions needed for the system above. What are the

20.

yroblems that mav occur . 2
I due to concurrent transactions as above ? How : ive thiése
5140 S ' "
Inl"hﬂ‘l.' : As above oW Can you solve these
Explain the concepts of two-phases locking witl
S ‘ith an example e It relate - , ?
Describe the role of two-phased locking in 1) | sk g ———y ki
\nn airline reserval 1 . the process of deadlock detection and avoudance
AN . v servation atliow's many :
- L3 fll‘qll\n"[lr'l.; I‘J 't.it,.nk l a P
e e . - - ickets simultaneously. YWhe .
basic conaurnney related prnh]t-,“q that vo . multaneousty hat are the
mechanism s mplace 7 What | tl- l Vou mav encounter, in case nO CONCUTTENCY control
R | i at 1s the solution propos -
~ osed by vou to overcome the ¢
related problem as above ? prop y you to overcome the concurrency
Compare and contrast the features of si :
. . (= - " . : 3 .
n.l.h‘h‘l”iur“q fr o H L . | 'l.. Jl‘l"ﬁplﬂ' Iﬁ:l\lﬁg imntention mﬂl][' I{tk]ﬁg “"'“_‘] nme qtdmplng
CiaRiain B w viewpoint of transaction control under concurrent transitions
Discuss “wait-die” a W Avait”

’ ‘* ok and “}“ll‘ld wait” approaches of deadlock avoidance. Compare these
approaches _UI deadlock avoidance with a deadlock aviodance approach in which data items
are locked in a particular order (according to their rank.)

i rrOse Vo are orking 1 ' ' 1
Suppose you are W orking in a bank and have been assigned as a transaction programmer,
what measures will vou take such that your transaction programs do not cause any concurrency

related problem ? Explain with help of example.
What is deadlock in the contest of concurrent transaction execution ? When does it occur ?
How is it detected In centralized database system? How can it be avoided ?

of its employees by Rs. 2000. The salarv was further
The company also has a concurrent
es. Write the necessary transactions,
propriate schemes to avoid

A company has increased the basic salary
upgraded by giving an additional increment of 10%.
transaction, which evaluates average salary of its employe
which can run concurrently to give appropriate results. Use ap

undesirable results.

28. Assume the following concurrent t
X buys 500 shares from compan
an of Rs. 6000 to companies X and Y.

<action is to be calculated.
hat can run concurrently. Use appropriate

ransactions:
v Y making a financial transaction of Rs. 500.

— Company
— Company Z provides lo
— The monthly average of financial tran
programs of the transactions !

Write the PSEUdUCDdE
ble results.

schemes to avoid undesira
following concurrent banking transactions.

— Transfer of Rs. 2000 from Account number 250 to Account number 500
amount of Rs. 5000.
accounts of the bank.

gram, which can ru

29. Assume the

— Withdrawal by account 500, an

— Finding out the average balance for
Write the necessary transaction pseuducude pro

! i ; ults.
appropriate schemes to avoid undeslrahle res

various
n concurrently. Use
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DATABASE RECOVERY Systgy,

10.1 INTRODUCTION —_

A Computer system can be failed due to variety of reasons like disk crash, power fluctuation
software error, sabotage and fire or flood at computer site. These failures result in the lost ¢f
information. Thus, database must be fwmg sudl_ situations to ensure that #e
atomicity and durability properties of transactions are preserved. An integral part of a database
system is the recovery manager that is responsible for recovering the data. It ensures atomicity
by undoing the actions of transactions that do not commit and durability by making sure thz
all actions of committed transactions survive System crashes and media failures. The recover;
manager deal with a wide variety of database states because it is called during svstem failures
Furthermore, the database recovery is the process of restoring the database to a consistent
state when a f.ailure occurred. In this chapter, we will discuss different failures and database
recovery techniques used so that the database System be restored to the most recent consistent

state that existed shortly before the time of system failure

10.2 CLASSIFICATION OF FAILURES

———"

ail f n n n
tF atu: n?:rs_s rclr the sta_te whenl system can no lo E€T continue with jts normal execution and
h suits n loss of information. Different types of failure are as follows

WS |

1. System crash : This failure ]
failure etc. ¢ happens due to the bugs in software or by hardware

2. Transaction faj : Thi ;
ailure : This failyre happens due to any logical error such as overflow

of stack, bad input, data not fo
B und, i
such as deadlocks etc. tess free °Pace available etc., or by system errof

3. Disk fai B
Isk failure : This failure happens due tq head crash, tearing of tapes, failure dunng
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10.3 RECOVERY CONCEPT

. 42t refers to the method by which system restore its most recent

- e

Gt c.:—__; state tust before t?*--e rime of failure. There are several methods by which you can

10.3.1 Log Based Recovery

In log based recovery system, a log ic maintained, in which all the modifications of the

5 = 1
database are vept A log consists of log records. For each activity of database, separate log
record is made. Log reco fr‘:, are malrtamed in a sena} manner in which different activities are

Yo L

happened. There zre various log records. A typical update log record must contain following

- ¥

i m—" i _ -
(i) Tramsaction identifier : A unique number given to each transaction.
(if) Data-itzm identifier : A unique number given to data item written.

(iit) Date and time of updation.
iy OlF —alue - Value of data item before write.
(v) New value : Value of data item after write.

¥ ¥ 5 - = y 1.-
Logs must be written on the non-volatile (stable)_storage. In log-based recovery, the
following two cperations for recovery are required :

(i) Bedo - It mezns, the work of the transactions that completed successfully before crash
is to be performed again
(ify Undo - It means, 21l the work done by the transactions that did not complete due to
crash is to be undone.
The redo 2nd undo operations must be idempotent. An idempotent operation is that
which gives same result, when El[*tutf:d one or more times. =
ek -

&

For any transaction T, various log records are :
[T start] . It records to log when T, starts execution.
[T, A] : It records to log when T, reads data item A.

[T. A, V., V,] : It records to log when T, updates data item A, where Y,
refers to old value and V, refers to new value of A?

[T Commit] : It records to log when T, successfully commits.

i

[T zborts] : It records to log if T, aborts.

There are hwo types of Log Based Recovery techniques and are discussed below :

NY0311 Recoverv Based on Deferred Database Modification

In deferred database modification technique, deferred (stops) all the write operations of
any Transaction T, untl it partially commits. It means modify real database after T, partially
commits. All the am'-'nv-: are recorded in log. Log records are used to modifv actual databaf-e
Suppose a transaction T, wants to write on data item A, then a log record [T, A, V, , V.] is

saved in log and it is used to modify database. After actual modification T, enters in cﬂ::rumtted
state. In this technigue, the old value field 1s not needed.
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Consider the example of Banking system. Suppose you want to transfer Rs.20q from f
Account A to B in Transaction T, and deposit Rs.200 to Account C in T,. The transactiong vl
5

and T, are shown in Figure 10.1.

T, | T,
read(A), read(C); ’l
A=A - 200 C=C + 200
write{ A); write(C);
read(B);
B -8B+ 200
wrnite(B), -

FIGURE 10.1. Trensactions T, and T,

Suppose, the initial values of A, B and C Accounts are Rs. 500, Rs. 1,000 and Rs, ”-'
respectively, Various log records for T, and T, are as shown in Figure 10.2. "

T, start]
, Al
T,, A, 300]
T, . 8]

T, B, 1200]
.

Cﬂl‘ﬂﬂ‘h'[]

[T, start]
T, C)
T, C, 800

T: rﬂrmm:t]

J
FIGURE 10.2. Log records for transactions T, and T,

For a redo operation, log must contain [T, start] and [T, commit] log records.

[T, start] T, start]

[Ty, Al T, Al

[T,, A, 300] T,, A, 300]
| [T, B]

T,, B, 1200]

[T, commit]

T, start]
T, €]
:Tzr Cr 8;}D]

(@) (b)
FIGURE 10.3. Log of transactions T, and T, in case of crash. -
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Crash will happen at any time of execution of transactions. Suppose crash happened
(i) After write (A) of T,;: At that time log records in log are shown in Figure 10.3(a).

There is no need to redo operation because no commit record appears in the log. Log
records of T, can be deleted.

(i) After write (C) of T,: At that time log records in log are shown in Figure 10.3(b).
In this situation, you have to redo T, because both [T, start] and [T, commit] appears
in log. After redo operation, value of A and B are 300 and 1200 respectively. Values
remain same because redo is idempotent,

(iii) During recovery : If system is crashed at the time of recovery, simply starts the
recovery again.

10.3.1.2 Recovery Based on Immediate Database Modification

In immediate database modification technique, database is modified by any transaction T;
during its active state. It means, real database is moditied just after the write operation but
after log record is written to stable storage. This is because log records are used during
recovery. Use both Undo and Redo operations in this method. Old value field is also needed
(for undo operation). Consider again the banking transaction of Figure 10.1. Corresponding
log records after successful completion of T, and T, are shown in Figure 10.4.

T, start]

T, A

T,, A, 500, 300
(T, B]

T,, B, 1000, 1200]
T,, commut]

¥ start|

[T, C]

T,, C, 600, 800]
T, commit]

FIGURE 10.4. Log records for transactions T, and T,

e For a transaction T, to be redone, log must contain both [T, start] and [T, commit] records.

e For a transaction T, to be undone, log must contain only [T, start] recnril/./.-'

[T, start] [T, start]

[-T'I:I A] rr'll‘ A}

[T,, A, 500, 300] [T,, A, 500, 300]

[ T,, B]

T, , B, 1000,1200]
T, commit]

T, start]

[T, C]

T,, C, 600,800]

(a) (b)
FIGURE 10.5. Log of transactions T, and T, in case of crash.
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crash will happen at any time of execution of transaction. Suppose crash happeneg
ras |

After write (A) of T, : At that time log records in log are shown in Figure 105[“)
(i) Here only [T, start] exists so undo transaction T,. As a result, Account A restoreg its.

old value 500.

(ii) After write (C) of T, : At that time log records in log are shown in Figure 10.5(p)
During back-up record [T, start] appears but there is no [T, commit], so undg
transaction T,. As a result, Account C restores its old value 600. When yoy foung
both [T, start] and [T, commit] records in log, redo transaction T, and account A and
B both keep their new value.

(iii) During recovery : If system is crashed at the time of recovery simply starts recovery
again.

10.3.1.3 Checkpoints

Both the techniques discussed earlier ensures recovery from failure state, but they have
some disadvantages such as :

_{i) They are time consuming because successfully completed transactions have to be redone,
(i) Searching procedure is also time consuming because the whole log has to be searched.

So, use checkpoints to reduce overhead. Any of previous recovery techniques can be used
with checkpoints. All the transactions completed successfully or having [T, commit] record

— B

before [checkpoint] record need not to be redone

During the time of failure, search the most recent checkpoint. All the transactions completed |
sucgessfully after checkpqi_nt need to be redone After searching checkpoint, search the most
recent transaction T, that started execution before that checkpoint but not completed. After
searching that transaction, redo/undo transaction as required in applied method.

Advantages

1. No need to redo successfully completed transactions before most recent checkpoints.
2. Less searching required.

3. Old records can be deleted.

10.4 SHADOW PAGING

—

I3 3 ' e s % i -
Shadow Paging is an alternative technique for recovery to overcome the disadvantages of 10§
based rw:m'er}* techniques. The main idea behind the shadow paging is to keep {woO page
tables in database, one is used for current operations and other is used in_case of recovery.

Database is partitioned into fixed length blocks called pages. For memory management
adopt any paging technique.

T

Page Table |

To keep record of each Page in database, maintain a page table. Total number of entries "

p_agy table is equal to thi[t_timber of pages in database. Each entry in page table contains 3
pointer to the physical location of pages.

;
N £ N Y\ \
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The two page tables in Shadow Paging are :

M) Shadow page table : This table cannot be changed during any transaction.

1) Current page table : This table may be changed during transaction.

Both page tables are identical at the start of transaction. Suppose a transaction T; performs

e~ S —

a write operation on data item V, that resides in page j. The write operation procedure is as

follows :

1. If /" page is in main memory then OK otherwise first transfer it from secondary |
memory to main memory by instruction input (V). |

2. Suppose page is used first time then :
(a) System first finds a free page on disk and delete its entry from free page list.

(b) Then modify the current page table so that it points to the page found in
step 2(a).

3. Modify the contents of page or assign new value to V.

Page 5 (OId)

S\

;o

N
T

g
\

5
5 Page 5 (New) ' ‘ 5
7 H 7
8 8
Shadow Page Cuﬁant Page
Table Table

FIGURE 1(.6. Shadow paging.
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he above operations the following steps are needed to commij L&
the a i ' 4

ansferred from main

218
After performing all

1. Modified pages are T e
ble on disk. : : 3
age table i table (by changing the physical addma}._:

ble into shadow P ke sb b &
_ i . able storage because it j sed

stored 1n non-volatile or o . PO ok a
and vou have to recover 1t. After ey

system crashed _
] ble is converted into shadow Page table

: - ose the

the time of recovery. SUPP : t
- saction, current page WUre = s < ]

successful completion of transach aking the search simple, store shadow Page

: 5 R hed. For m
hadow page table has to }:{?_LZ.EHI'C : 33 ny .
5::;;]5 a .;;.F ;zi hlncatiﬂn of stable storage. No redo operations need 'tc:r be ma'nked. Shadoy,
table on fixe Figure 10.6 after write operation on page 5

page table and Current page table are shown In

memory to disk.

2. Save current p
3. Change current page ta

Shadow page table must be

Disadvantages
I. Data fregmentation due to fixed sized pages.

2. Wastage of memory space.
3. Extra overhead at the time of commit (by transferring of page tables)

4. It provides no concurrency.
-—l—._‘I

EXERCISES

Discuss recovery What is the need of performing recovery ? Discuss the various methods of

1.
performing  recovery.
2. Describe log-based and checkpomnt schemes for data recovery.

3. Explain log-based recovery methods. What are the role of checkpomnts in it. Discuss.

4.
5. Which tvpe of failures can exst i a system ?

6. Compare the deterred and immedate-modification versions of the

Lxplan anvone of the methods to recover the lost data in a database system.

log-based recovery in terms

of overhead and implementation
: o i:\pLHﬂ les I‘unqu:-u ol recovery of database 1n detanl
9. What | ) the techniques available for data recovery?
. l 13 Is A i"!-:‘ ']h' ‘iih j‘ult di"l"’l [' ‘.l"]l-ii”h l!l".."'. LA A I"'}. I:Il- I‘l* ll““.i jl‘r r "}1 r); ? Dem
this with the T'lt*];‘l of an ex : TPNE
: ample that include s e |
} > all recovery operations (UNDQO, REDQ, etc).

IDiscuss vanous data recovery issues What are

10. How can vou recover 1
; T rrom media fatlure on whac
mechanism of such recoven ch your database was stored ? Describe the
I1. Why is recove .
g h ‘L;nlr}. needed in databases 2 How can log be used to rec f \lure? How
o - ™ - » . -
s Krtased recovery ditferent from that of chm:l-.pumt based UEL: rom 4 failure
2 What 2 e s et ecovery
ersta ' recovery s 3 '
= _ nd by recon ery and rehability in the conte '
with the help of an example. ' oniext of database systems? EIPL““
l L r B 1% " ¥ § |
3. When is a system considered to be reliable ? Ey lai List
[ ¥ = = n i \ r . I !
any two recovery schemes. P WO major types of system failures.
14. cribe the s - ' |
IJ!_-:H.!':ht the shadow Paging recovery scheme alon : .
§ 3 T ] ! : |
with the Ii‘,L. b.]'nﬁf recovery sche e in ter i b with o dtagram, Cumpare thiﬂ Sd“!
n ms Implementation

15. Compare and contras !
[ rd = x
recovery S T e ! tht te‘lmnhh F'f IL}g'-b‘] IE':‘-T'IE ;
V. Suggest applications where you will Y Mmechamism with checkpointing based

checkpomnting. Give
6 W ;F X 15; sl tjdn example of Eh""ikpt"lnnng A
: Lt s checkpoint > Why s , “¥d recoverv scheme
Y IS 1t needed ? \Whay are the actions 'I hht =
> Which are taken by DBMS at 2
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QUERY PROCESSING AND OPTIMIZATION

11.1 INTRODUCTION

Querv processing requires that the DBMS identify and execute a strategy for retrieving the

== determines what data s to be found, but does not define the

method by which the data manager searches the database. Therefore Query optimization is
necessary to deterrmune the optimal alternative to process a query. There are two main techniques
for query optimization. The first approach is to use a rule based or heuristic method for

The second approach estimates the cost

ordering the operations in a query execufion strategy.
of different execufion strategies and chooses the best solution. In general most commercial

Satzbase systems use a combination of both techniques.

~ecults of the query. The query

e —

11.2 BASICS OF QUERY PROCESSING B o

Query Processing : Query Processing_is a procedure of converting a query written 1n Iugh-
level 1 Ex. SQL, QBE) into 2 correct and efficient execution plan expressed in low-
lw_éuﬂagi which is used for data manipulation. =

Query Processor : wcessnr is responsible for generating execution plan.
process. Before retrieving or updatng data

Execution Plan : Query processing 15 a stepwise
a queryh goes through a series of query compilation steps. These steps are known

in database,

2< execution plan. =
The success of a query language also depends upon its query processor L. how m
officient execution plan it can create? The better execution plan leads to

In query processing, the first phase is transformation in which parser first checks the '-‘i‘n:;:
of query and also checks the relations and attributes used in the query that are defined n

database. After checking the syntax and 1erifying the relations, query 1§

219



"
Ll

ENT SYSTEM

to execute. Transformation, depends upon yay
koo presence of different indexes, file is ¢,
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11.2.1 General Strategy for Query Processing

.« F sy KL ‘-ing iS
ratewy tor quer process ) |
= i rocessed directly hy
\ entation of query : Query written by user Cant:mt be p sk ctly by
B .cks the syntax and existence of relations and thej,

i i S Ty " ‘t C]'IE' A .

svstem. Query processor firs _ ..

seembutes In database. After validations, query processor transform :t‘mto equivalen;

Toam query will be converted into a standarg
reor also adds some additional predicates

m may be relational algebra, relational

as follows :

]

The ceneral &t

~d more efficient expression for example

13.-. ek sash

imrernal format that parser can manipulate. Pa

to the query to enforce security. Internal for
-slculus, any low-level language, operator graphs etc.

Caiviliul
(7) Operator graphs : Operator graphs are used to represent query. It gives the sequence
of operations that can be performed. It is easy to understand the query represented

bv operator graphs. It is useful to determine redundancy in query expressions, result

L

L T LA e A S

() Response time and Data characteristics consideration : Data characteristics like length
of records. expected sizes of both intermediate and final results, size of relations etc,
are also considered for optimizing the query. In addition to this overall response time

s also determined.

»f transformation, simplify the view etc. ' :

s

11.2.2  Steps in Query Processing

Various steps In query processing are shown in Figure 11.1. Suppose that user inputs a query

n general querv language say QBE, then it is first converted into high-level query language
o I = 2 e - N . -
sav L etc. Other steps in query processing are discussed below in detail :

!tﬂ Syntax Analysis : Query in high-level language is parsed into tokens and tokens are

naiyv < . -

aATa: ze: for any svntax error. Order of tokens are also maintained to make sure that all the

Tui=s O language grammmuars are followed. In case of ' ' ro
any error, query is rejected and an error

coce with explanation for rejection is retu ;
step). ' . ] med to the user. (Only syntax is checked in this

: f:-] ?ufgr}-.DEtﬂmplilSitiﬂn : In this step, query is decomposed into query blocks which

are the low-level operations. It starts with the high-leve] : ’ ' '-

level operations and checks ‘heth h ' Pen, s Masalomved inkth W
; ; whether that query is Syntactically and semanticallv correct. For

example, a SQL query is decomposed into blocks [
i = ike Select block , k
etc. Various stages In query decumpusitinn are shown in Figure 1J1 I;I'Dm e kisilan

L FLRE S e

i 1
e e i T P vl

perties of data and storage are tak *%

relevant integrity constraints, Finalp,
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Userinput:’;p. General query |

U Transform into

High level query language
ex. SQAL

G

Scanning, parsing, ‘

validating
P = T,
Mo o, \V
Database [« ———" Query decomposer
catalog
"-\._______._______.’o" Q
Query optimizer
Execution plan
Query code generator
~ s
T e
Main @ Runtime database processor
database
q‘,__\________._’_'__,r V

Query resuit

Syntax checking and verification
by parser

221

Check existence of relations and attnibutes,

semantic analysis, decomposing complex
query into smaller ones

Optimization to reduce execution time and
cost by substituting equivalent expressions
for those in the query

Query modification

Generate code for queries

Deals with database to do necessary
operation

FIGURE 11.1. Steps in query processing,

SQL query —— = Query analysis

!

Query normalization

i

Semantic analysis

I

Query simplifier

{

Query restructuring

!

Algebraic expressions

FIGURE 11.2. Steps in query decomposition.
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alysis stage, progra
orrect.

mming language compiler checks
A syntactically correct query ig
of relations and attributeg
into some Interna]

- In the gquery an ’
and 5-,rntar:ncally C .
es to verify the existence

.. converted
a correct query 1S

sing.
sult is also checked at this stage,

(@) Query Analysis
that the query
analyzed using
used in query.
representation, which 1s m g
The type specification of the query qualifier
The internal representation may be, query f(re

Query tree notation : A Typical internal represe e |
alco known as relational algebra tree. A query e
structure that corresponds to the relational algebra exp

query tree are :

e Root of tree—represents result of query.
s of the query.
ation that is the output of applying an

is lexically
svstem catalogu

After analysis
ore efficient for proces

and re
e or query graph.

ntation of query is query tree. It jg
s constructed using tree data

on. Main components of

e [eaf nodes-represent input relation
e Internal nodes-represent intermediate rel
operation in the algebra.

e The sequence of operations is directed from leaves tO the root node.

For example,

TEmployee_Name, Address, JOB, Departmean, Departmant-location

A

bq E.Department = D.Department

Employee Depariment

FIGURE 11.3. Query treee notation.

Query graph notation : Graph data structure is also used for internal representation

of query. In graphs: |
e Relation nodes-represent relations by single circle. |
e Constant nodes-represent constant values by double circle.

e Edges-represent relation and join conditions.

e Square brackets-represent attributes retrieved from each relation.

[D.Manager-ID] [E-EmﬂlDYEE_NEImE, E.Address,
E.Job, E.Department]

—>(ex
Department-Location = Delhi ,>®

D.Department = E.Department

|
;
i
1
|
|
|
FIGURE 11.4. Query graph notation. j
i
)
i
|
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(b) Query normalization : After query analysis, it is normalized to remove any redundancy.
[n this phase query is converted into normalized form that can be easily manipulated.
A set of equivalency rules are applied to query to simplify the projection and selection

operations to avoid redundancy. Query can be converted into one of the following
two normal forms :

® Conjunctive normal form : It is a sequence of conjuncts that are connected with ‘AND’

operator. A conjunct consists of one or more terms connected with ‘OR’ operator. A
conjuctive selection consists only those tuples that satisfy all conjuncts.

Example. (Emp_Job = "Analyst’ v salary < 50000) ~ (Hire_Date > 1-1-2000)

Disjunctive normal forms : It is a sequence of disjuncts that are connected with ‘OR’
operator. A disjunct consists of one or more terms connected with ‘AND’ operator.
A disjunctive selection contains those tuples that satisfy anyone of the disjunct.
Example. (Emp_Job= ‘Analyst’ A salary < 5000) v (Hire_Date > 1-1-2000)

Disjunctive normal form is more useful as it allows the query to break into a series
of independent sub-queries linked by union.

(c)

Semantic analyzer : The semantic analyzer performs the following tasks:
e It helps in reducing the number of predicates.

® It rejects contradictory normalized forms.

® In case of missing join specification, components of query do not contribute to

generation of results. It identifies these queries and rejects them.
[t makes sure that each object in query is referenced correctly according to its data
type.

(d) Query simplifier : The major tasks of query simplifier are as follows :

e It climinates common sub-expressions.

e [t eliminates redundant qualiﬁcatimn.

® It introduces integrity constraints, view definitions into the query graph
representation.

® It eliminates query that voids any integrity constraint without accessing the database.

®

It transforms sub-graphs into semantically equivalent and more efficient form.
® [t deals with user access rights.

I[dempotence rules of Boolean Algebra are applied to get final form of simplification.

(e) Query Restructuring : At the final stage of query decomposition, transformation rules

are applied to restructure the query to give a more efficient implementation.

(111) Query Optimization : The aim of the query optimization step is to choose the best

possible query execution plan with minimum resources required to execute that plan. Query
Optimization is discussed in detail in section 11.3.

(iv) Execution Plan : Execution plan
query. Execution plans are classifi

execution plane, (b) Right-deep
(d) Brshy execution plan.

1s the basic algorithm used for each operation in the
ed into following Four types : (a) Left-deep tree query
tree querv execution plan, (c) Linear tree execution plan,
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query execution plan, devE!meem
nd successively adding a operation mvﬂl“ing !
t :;ul For example, Only the left hand sige d

from a previous join and hence named left.
L

¥ » »
(@) I—‘fﬁ"if“t'}’ tree query evecution ;H':Il:r : In left-deep (ree
of plan starts with a single relation
single relation until the query is complet

a join is allowed to particip.'ttﬂ in result

y ' -t (% » "‘-1‘
deep tree. It s shown in kFigure 11.!

Result

i
7 N
A

FIGURE 11.5. Left-deep execution plan.

Advantages

® It reduces search space.

® Query optimiser is based on dynamic programming techniques. '

® It is convenient for pipelined evaluation as only one input to each join is pipelined.

Disadvantage
® Reduction in search space leads to miss some lower cost execution strategies.

() Right-deep tree query execution plan : It is almost same as left-deep query execution
plan_ j.rith the only difference that only the right hand side of a j};ig is allowed to
part]iclpate in result from a previous join and hence named rj ht-deep tree. It i
applicable on applications having a large main memory. It is shﬂgwn 1n I;:igfreta" 1;:

| Result

N
(fy ‘\M
o

FIGURE 11.6. Righr-deep execution plan

g e - ——

(c) Linear tree execution plan : The
plans with a restriction that the relat

B T g T T

P . et B B e T i A S i



225

QUERY PROCESSING AND OpTIMIZATION

Resull

/
hN

on plan.

FIGURE 11.7. Linear tree exccuti

the most general type of execution plan.

: Bushy execution plan is xecu
ate results. It 1S shown in Figure 11.8.

(d) Bushy execution plan
articipate in intermedi

More than one relation can p

Result

N
¢ »e o
(s O

EIGURE 11.8. Bushy execution plan.

n is the flexibility provided by it in choosing

The main advantage of bushy execution pla
ace but this flexibility may leads to

the best execution plan by increasing search sp
considerably increase the search space.

After selecting the best possible execution plan query
as input by runtime database process.

(v) Query Code Generator: 15
converted into low-level language so that it can be taken

(vi) Runtime Database Processor : It deals directly with main database and do the

necessary operation mentioned in query and returns the result to user.

11.3 QUERY OPTIMIZATION

e

= = -l

uer e ~ e e
Query performance of a database systems is dependent not only on the database structure,
ion means converting

:ut also ::}rti lhe way in which the query 1s optimized. Query optimizah

ue ' ‘hich i e s

IEEEI Zl;?i;.l an eq_r.nvalent form which is more efficient to execute. It 1s necessary for high-
I 1 ITa = - -
queries and it provides an opportunity to DBMS to systematically evaluate
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optimization process is shown In

Estimation formulas

r SIEUSHEEI dala {determiﬂﬂ Cardtn-a:iw
of intermediate resuit tables)

Simpified relavonal J [
aigebra query ree Jv -
Query optimiser J

4
Execution plan generator

I

Execution plan in form of
optimized relational algebra query

Cost model —»

FIGURE 11.9. Query optimization process.

' i imization are:
The main issues that need to be considered in query optimiza

1. Reduction of data transfer with database.

Use of available indexes for fast searching.

2
Reduction of number of times the database 1s manipulated.

o,

3.
. The order in which joins should be performed.

4
-

5. How to store intermediate results.

Following are the three relations we used in each example:

Employee (Emp-ID, Emp-Name, Age, Salary, Dept-ID)

Department ( Dept-ID, Proj-ID, Dept-Name)

Project ( Proj-ID, Name, Location, Duration)

There are two main techniques used to implement query optimization. These are heuristic

guery optimization and cost based query optimization.

11.3.1 Transformation Rules for Relational Algebra

The transformation rules are used to formuiate a relational algebra expression into different
wavs and query optimizer choose the most efficient equivalent expression to execute. Two
expressions are considered to be equivalent if they have same set of attributes in different

order but representing the same information.
Let us consider relations R, 5, and T with set of attributes
l X = {Xl’ Xz - Xn}.r Y = {Yl" YZ" il Yﬂl ﬂnd Z — [Zlf Z".? s Z}
respectively, where X, Y, and Z represent predicates and [ ) .
sets of attributes. J Llf Lzr M, er Mg: and N denote
Rule 1. Cascading of selection (o)

ﬂ}{ AYaAZ (R) = Gx (EY(UZ (R)})
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10.

11.
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What are the general strategies for query processing ? Explain. Also discuss query optimization
techniques through suitable example.
What is meant by query processing ? Discuss the various methods for query proce&sing

query optimization with the help of suitable examples.

What do you mean by query optimization ? Explain the various query Op
ing operation with examples.

Explain the basic algorithm for executing query-processin
Discuss various Heuristic based query optimization techniques with examples.

Discuss the issues that are considered in designing of query optimizer.
steps involved in query processing.

selection and projection operations can be optimized.

and

timization methods.

What is query processing? Describe the

Describe how a query that involves join,

Explain the above with a suitable example.
¢ expression and create the query graph for the query. List the

draw a salary above. Rs. 10,000 and are working on project
. Suggest query improvements in the query graph, if any.

d. What factors will a DBMS consider
with the help of an example.

g? Describe with the help of

Write the relational algebrai

names of the employees who

whose title is “Disaster management”

A query-involving Join on three relations is to be execute

to do evaluation of the query in an optimal fashion? Explain

Does the data dictionary have any role to play in query processin
an SQL query requiring Join operation, SELECTION and PROJECTION.



